ECS Virtual Dashboard Operations Concept and System Specification

DRAFT *– Rev A.

June 2000

* Comments to Ken Allender, Raytheon, EDAAC M&O, (605) 594-6921, allender@edcmail.cr.usgs.gov
Mission

The Virtual Dashboard (VRDASH) will provide ECS operational information to ECS M&O, ECS developers, DAACs, customers, and management.  The VRDASH will provide the means to quantify ECS system performance and stability, quickly and accurately identify changes to process performance levels and stability, and compare ECS performance to relevant requirements.

Scope

The VRDASH will provide metrics required to answer questions such as “How much …”,  “How many…”,  “How fast…”, and to a limited extent “Which ones…” on a per DAAC basis.  Predefined metrics and/or reports will be available to the audience via a web-based interface.

The VRDASH is an adjunct to current system reporting and monitoring capabilities.  The VRDASH will deliver to each DAAC a baseline infrastructure that bundles existing reporting capabilities and metrics with an additional core set of metrics.  The presentation of the metrics will have a common form, fit, and function across DAACs.  The baseline infrastructure will be extensible so that additional metrics can be added as the need for such metrics is identified.  A subset of metrics from each DAAC will be forwarded to the SMC for inter-DAAC collation, summary, and presentation.

Baseline Architecture

See Figure 1 for a functional block diagram of a single-DAAC instantiation of the VRDASH.

The VRDASH consists of three sections (subsystems):

1. A data gathering/data extraction subsystem.

2. A data management subsystem.

3. A data presentation subsystem.

The data extraction subsystem will use a number of methods to extract information from ECS databases, logs, COTS tools, etc. and populate a database in the data management subsystem.  The data extraction subsystem may filter and/or process raw data prior to population of the database.

The data management subsystem serves as a warehouse for statistics and other parameters extracted from the ECS system.  Data will be inserted by the data extraction subsystem.  Data will be extracted from the database by the data presentation subsystem.

The data presentation subsystem will use a number of methods to generate reports, graphs, charts, etc. based on information extracted from the data management subsystem.  The data presentation subsystem may filter and/or process extracted data prior to presenting metrics to the audience.  
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Figure 1.  Virtual Dashboard architecture.

System Requirements

1. General Requirements

a. Design for a 10-year mission life.

b. Minimize performance impact on the production system.

c. Minimize production system resource usage. 

d. Use existing ECS custom, COTS, GFE, and DAAC-unique tools where possible. 

e. Expandable and extendable design with provisions for additional common metrics and DAAC unique metrics. 

f. The functionality, performance, and implementation of the system shall be at the minimum level required to meet the metric generation and metric reporting requirements specified herein.

g. Minimize the replication of data already available on the ECS baseline system.

h. Common framework (infrastructure) at each DAAC.

i. Standalone operation at each DAAC. 

j. Information that answers the following type of questions shall be made available via the dashboard for long term storage and retrieval:

i. how many

ii. how much

iii. rate (velocity)

iv. change in rate (acceleration)

v. process go/no-go status

k. “Things counted” and related details (what, which questions) shall be available and keep for no more than 72 hours (TBR)

2. Maintenance and Support Requirements

a. Maintenance and operation of the VRDASH at each DAAC shall require no net increase in the staffing level-of-effort at each DAAC. 

b. Maintenance and operation of the VRDASH at each DAAC shall require no net change in the staffing skill mix at each DAAC.

c. Framework and core set of metrics under configuration control (added to ECS baseline)

d. Recurring use DAAC unique metrics under configuration control (added to ECS baseline)

e. Provide documentation adequate for ECS M&O operation, maintenance, and sustaining engineering.

3. Presentation and Dissemination Requirements

a. Web-based interface to viewers/consumers of dashboard information.

b. Open to a wide audience

c. Inter-DAAC statistics available at SMC

d. Visual status (charts, graphs) and text reports shall be available to the consumer.

e. Frequently refreshed, current, interpretable status shall be presented to the consumer.

4. Metric/Report Requirements

a. Metrics shall indicate performance level vs. spec, resource usage vs. capacity, backlog, and trend information for such metrics.

b. Metrics shall utilize statistical process control techniques for monitoring and describing ECS process performance (averages, variance, control limits) in order to quickly identify changes to process mean and variability.

c. Epoch and sub-epoch intervals for reports shall be adjustable via configuration parameter rather than hard coded. 

Baseline Metric Requirements 

This section identifies the core metric types to be incorporated into the VRDASH.  For each metric listed, product requirements shall be shown and process averages and variability shall be shown.  In other words, the charts should take the form of the appropriate control chart.  Figures 2 and 3 are examples of what a metric may look like.  In Figure 2 the epoch is the last 365 days.  The sub-epoch resolution is 24 hours.  The process average is plotted.  Process variability is plotted in the form of upper and lower 3-sigma control limits.  The product specification (from ECS F&PS, DAAC 

requirement, design goal or other) is plotted in the form of upper and lower spec limits. In Figure 3 the epoch is the last 30 days.  The sub-epoch resolution is 24 hours.
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Figure 3.  Example of metric presentation with epoch of last 30 days and sub-epoch resolution of 1 day

The following is a list of metric types to be included in the VRDASH:

1. Cumulative data volume cataloged per DAAC

2. Cumulative data volume cataloged per archive

3. Cumulative data volume cataloged per mission

4. Cumulative data volume cataloged per sensor

5. Cumulative data volume cataloged per data type.

6. Cumulative number of granules cataloged per DAAC

7. Cumulative number of granules cataloged per archive

8. Cumulative number of granules cataloged per mission

9. Cumulative number of granules cataloged per sensor

10. Cumulative number of granules cataloged per data type.

11. Cumulative number of failed ingest granules per data type

12. Cumulative number of failed ingest granules per data type per failure category.

13. Archive volume used (absolute)

14. Archive volume used (% of capacity)

15. Archive volume available (absolute)

16. Archive volume available (% of capacity)

17. Archive volume used (absolute) rate of change across epoch at sub-epoch resolution

18. Archive volume used (% of capacity) rate of change across epoch at sub-epoch resolution

19. Archive volume available (absolute) rate of change across epoch at sub-epoch resolution

20. Archive volume available (% of capacity) rate of change across epoch at sub-epoch resolution

21. Epochal cumulative data volume cataloged per DAAC

22. Epochal cumulative data volume cataloged per archive

23. Epochal cumulative data volume cataloged per mission

24. Epochal cumulative data volume cataloged per sensor

25. Epochal cumulative data volume cataloged per data type.

26. Epochal cumulative number of granules cataloged per DAAC

27. Epochal cumulative number of granules cataloged per archive

28. Epochal cumulative number of granules cataloged per mission.

29. Epochal cumulative number of granules cataloged per sensor.

30. Epochal cumulative number of granules cataloged per data type.

31. Epochal cumulative number of failed ingest granules per data type.

32. Epochal cumulative number of failed ingest granules per data type per failure category.

33. Cumulative data volume distributed per DAAC

34. Cumulative data volume distributed per archive

35. Cumulative data volume distributed per mission

36. Cumulative data volume distributed per sensor

37. Cumulative data volume distributed per data type.

38. Cumulative data volume distributed per media type/method.

39. Cumulative data volume distributed per archive per media type/method

40. Cumulative data volume distributed per mission per media type/method

41. Cumulative data volume distributed per sensor per media type/method

42. Cumulative data volume distributed per data type per media type/method

43. Cumulative number of granules distributed per DAAC

44. Cumulative number of granules distributed per archive

45. Cumulative number of granules distributed per mission

46. Cumulative number of granules distributed per sensor

47. Cumulative number of granules distributed per data type.

48. Cumulative number of granules distributed per media type/method.

49. Cumulative number of granules distributed per archive per media type/method

50. Cumulative number of granules distributed per mission per media type/method

51. Cumulative number of granules distributed per sensor per media type/method

52. Cumulative number of granules distributed per data type per media type/method

53. Epochal cumulative data volume distributed per DAAC

54. Epochal cumulative data volume distributed per archive

55. Epochal cumulative data volume distributed per mission

56. Epochal cumulative data volume distributed per sensor

57. Epochal cumulative data volume distributed per data type.

58. Epochal cumulative data volume distributed per media type/method.

59. Epochal cumulative data volume distributed per archive per media type/method

60. Epochal cumulative data volume distributed per mission per media type/method

61. Epochal cumulative data volume distributed per sensor per media type/method

62. Epochal cumulative data volume distributed per data type per media type/method

63. Epochal cumulative number of granules distributed per DAAC

64. Epochal cumulative number of granules distributed per archive

65. Epochal cumulative number of granules distributed per mission

66. Epochal cumulative number of granules distributed per sensor

67. Epochal cumulative number of granules distributed per data type.

68. Epochal cumulative number of granules distributed per media type/method.

69. Epochal cumulative number of granules distributed per archive per media type/method

70. Epochal cumulative number of granules distributed per mission per media type/method

71. Epochal cumulative number of granules distributed per sensor per media type/method

72. Epochal cumulative number of granules distributed per data type per media type/method

73. Cumulative number of PGEs executed

74. Cumulative number of PGEs executed per mission

75. Cumulative number of PGEs executed per sensor

76. Cumulative number of PGEs executed per PGE-type

77. Epochal cumulative number of PGEs executed

78. Epochal cumulative number of PGEs executed per mission

79. Epochal cumulative number of PGEs executed per sensor

80. Epochal cumulative number of PGEs executed per PGE-type

81. Cumulative number of searches per DAAC

82. Cumulative number of searches per archive

83. Cumulative number of searches per mission

84. Cumulative number of searches per sensor

85. Cumulative number of searches per data type

86. Cumulative number of orders per DAAC

87. Cumulative number of orders per archive

88. Cumulative number of orders per mission

89. Cumulative number of orders per sensor

90. Cumulative number of orders per data type

91. Epochal cumulative number of searches per DAAC

92. Epochal cumulative number of searches per archive

93. Epochal cumulative number of searches per mission

94. Epochal cumulative number of searches per sensor

95. Epochal cumulative number of searches per data type

96. Epochal cumulative number of orders per DAAC

97. Epochal cumulative number of orders per archive

98. Epochal cumulative number of orders per mission

99. Epochal cumulative number of orders per sensor

100. Epochal cumulative number of orders per data type

101. ingest profile (volume, granules, pdrs, datatype, etc.) across epoch at sub-epoch resolution

102. ingest performance across epoch at sub-epoch resolution

103. production profile (PGE, volume, granules) across epoch at sub-epoch resolution

104. production performance across epoch at sub-epoch resolution

105. search profile across epoch at sub-epoch resolution

106. search performance across epoch at sub-epoch resolution.

107. order profile across epoch at sub-epoch resolution

108.  distribution profile (orders, granules, volume, media)  across epoch at sub-epoch resolution

109.  distribution performance across epoch at sub-epoch resolution

110.  resource utilization (memory, disk, cpu, network, server size, database size, archive used, archive available, etc) profile across epoch at sub-epoch resolution.

111.  current go/no-go (up/down, idle/active, on/off) status of system resources and processes.

112.  go/no-go profile across epoch at sub-epoch resolution

113.  current ingest backlog, production backlog, distribution backlog.

114.  ingest/production/distribution backlog profile across epoch at sub-epoch resolution

Figure 2.  Example of metric presentation with epoch of last 365 days and sub-epoch reloution of 1 day
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