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Abstract

This document comprises the project plan for the ECS Virtual Dashboard Development Project.  This project is scoped to include the development and deployment of the ECS Virtual Dashboard.  M&O and sustaining engineering is beyond the scope of this plan.  This project is estimated at: Period of Performance: 4 months (Sept 2000 – December 2000), 

Labor Estimates:  22 Heads expending 3716.4 labor hours from September 1, 2000 to December 31, 2000, ODC:  $124,000
1. 0 Document Scope

This document describes the project plan for the ECS Virtual Dashboard Development Project.  This document contains discussion regarding:

a. Document Scope

b. Project Scope

c. VRDASH Description

d. Project Concept

e. Integrated Product Team

f. Work Breakdown Structure

g. Allocation of Resources to WBS elements

h. Allocation of Resources over Period of Performance

i. Schedule
j. ODC Estimates
k. Summary
2.0 Project Scope

The ECS Virtual Dashboard Development Project encompasses the systems engineering, detailed design, implementation, and deployment of the ECS Virtual Dashboard (VRDASH).  The VRDASH will be deployed at EDAAC, GDAAC, LDAAC, NDAAC, and SMC. The design of operations, maintenance, and sustaining engineering processes and procedures are within the scope of this project.  The implementation (performance) of operations, maintenance, and sustaining engineering are beyond the scope of this project.  

3. 0 VRDASH Description

The VRDASH will provide ECS operational information to ECS M&O, ECS developers, DAACs, customers, and management.  The VRDASH will provide the means to quantify ECS system performance and stability, quickly and accurately identify changes to process performance levels and stability, and compare ECS performance to relevant requirements.

The VRDASH is an adjunct to current ECS system reporting and monitoring capabilities.  The VRDASH will provide to each DAAC a baseline infrastructure which bundles existing reporting capabilities and metrics with an additional core set of metrics.  The presentation of the metrics will have a common form, fit, and function across DAACs.  The baseline infrastructure will be extensible so that additional metrics can be added as the need for such metrics is identified.  A subset of metrics from each DAAC will be forwarded to the SMC for inter-DAAC collation, summary, and presentation.

4.0 Project Concept

The VRDASH will be developed and deployed by an integrated product team that represents stakeholders, operations, maintenance, sustaining engineering, development, and deployment activities.  The deployed VRDASH will be tested and documented to the extent required to enable the addition of the VRDASH to the ECS baseline.  This implies that on-going, long term support of the VRDASH will be implemented using the ECS support processes in place at, and beyond, the time of VRDASH deployment.

The VRDASH will be developed and deployed in three phases.  Phase 1 consists of re-designing, re-implementing, and re-deploying current ECS/DAAC reporting capabilities as a common set of data extraction methods, data management methods, and report generation/distribution methods.  Phase 1 implementation will use existing DAAC and ECS tools and infrastructure to provide the required common report set.  Phase 2 will consist of transferring the Phase 1 functionality into a new dashboard infrastructure (hardware, software, network, etc.) plus adding additional functionality and/or upgrading Phase 1 functionality.  The new dashboard infrastructure and Phase 2 functionality will be deployed in Phase 2.  Phase 3 will consist of designing, implementing, and deploying the final set of dashboard functionality.  Operations, maintenance, and sustaining engineering activities transfer to the ECS Program upon completion of Phase 3 deployment.
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The following is a high level VRDASH block diagram to be used as reference in this plan.

The following figure illustrates the requirement flowdown and specification tree for the ECS Virtual Dashboard.
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5.0 Integrated Product Team

Table 1 identifies the functional area from which the product team will be formed.  Table 1 also lists first-order roles and responsibilities.

Table 1.  Integrated Product Team Roles and Responsibilities

	Position
	Roles/Responsibility

	NDAAC POC
	Define system-level infrastructure requirements

	
	Define metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent NDAAC interests through the review, comment, and, where possible, participation in detailed design, implementation, deployment process development, and sustaining support processes development.

	
	Perform tasks required to deploy the Dashboard at NDAAC

	GDAAC POC
	Define system-level infrastructure requirements

	
	Define metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent GDAAC interests through the review, comment, and where possible participation in detailed design, implementation, deployment process development, and sustaining support processes development

	
	Perform tasks required to deploy the Dashboard at GDAAC

	LDAAC POC
	Define system-level infrastructure requirements

	
	Define metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent LDAAC interests through the review, comment, and where possible participation in detailed design, implementation, deployment process development, and sustaining support processes development

	
	Perform tasks required to deploy the Dashboard at LDAAC

	EDAAC POC
	Define system-level infrastructure requirements

	
	Define metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent EDAAC interests through the review, comment, and where possible participation in detailed design, implementation, deployment process development, and sustaining support processes development

	
	Perform tasks required to deploy the Dashboard at EDAAC

	SMC POC
	Define system-level infrastructure requirements

	
	Define metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent SMC interests through the review, comment, and where possible participation in detailed design, implementation, deployment process development, and sustaining support processes development

	
	Perform tasks required to deploy the Dashboard at SMC

	Development Ops Support POC
	Define system-level infrastructure requirements

	
	Define metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent M&O interests through the review, comment, and where possible participation in detailed design, implementation, deployment process development, and sustaining support processes development

	
	Expedite communications between non-Landover staff and ECS Systems Engineering, Science Data Engineering, Development and other support organizations.

	M&O CCB POC
	Participate in the definition and development of processes required to add the Dashboard to the ECS baseline.

	
	Expedite the addition of the Dashboard to the ECS baseline.

	Deployment IPT POC
	Participate in the definition and development of processes required to deploy the Dashboard to the DAACs.

	
	Expedite the deployment of the Dashboard to the field.

	Help Desk POC
	Participate in the definition and development of processes required to support the Dashboard during deployment and during post-deployment sustaining support.

	Trouble Ticket Telecon / NCR Review POC
	Participate in the definition and development of processes required to support the Dashboard during deployment and post-deployment sustaining support.

	ILS POC
	Participate in the definition of system-level infrastructure requirements

	
	Participate in the definition of metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent ILS interests through the review, comment, and, where possible, participation in detailed design, implementation, deployment process development, and sustaining support processes development.

	
	Support and expedite the procurement, CM, deployment, and sustaining support of the Dashboard.

	System Engineering POC
	Participate in the definition of system-level infrastructure requirements

	
	Participate in the definition of metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent System Engineering’s interests through the review, comment, and, where possible, participation in detailed design, implementation, deployment process development, and sustaining support processes development.

	SW Development POC
	Participate in the definition of system-level infrastructure requirements

	
	Participate in the definition of metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent Development’s interests through the review, comment, and, where possible, participation in detailed design, implementation, deployment process development, and sustaining support processes development

	Science Data Engineering POC
	Participate in the definition of system-level infrastructure requirements

	
	Participate in the definition of metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent Science Data Engineering’s interests through the review, comment, and, where possible, participation in detailed design, implementation, deployment process development, and sustaining support processes development

	Operations Training Rep
	Participate in the definition of system-level infrastructure requirements

	
	Participate in the definition of metrics requirements

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Represent Training’s interests through the review, comment, and, where possible, participation in detailed design, implementation, deployment process development, and sustaining support processes development.

	Extraction Subsystem Engineer
	Define system-level infrastructure requirements.

	
	Define metrics requirements.

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation

	
	Define Extraction Subsystem requirements.

	
	Design and implement the ECS/Dashboard interface and extraction techniques.

	
	Design and implement the Extraction Subsystem/Database Management Subsystem interface and data exchange mechanisms.

	
	Design and implement the Extraction Subsystem.

	
	Participate in the design and implementation of the Dashboard infrastructure (hardware, COTS, network, etc.)

	Database Management Subsytem Engineer
	Define system-level infrastructure requirements.

	
	Define metrics requirements.

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation.

	
	Define Database Management Subsystem requirements.

	
	Design and implement the Extraction Subsystem/Database Management Subsystem interface and data exchange mechanisms.

	
	Design and implement the Database Management Subsystem/Presentation Subsystem interface and data exchange mechanisms.

	
	Design and implement the Database Management Subsystem.

	
	Participate in the design and implementation of the Dashboard infrastructure (hardware, COTS, network, etc).

	Presentation Subsystem Engineer
	Define system-level infrastructure requirements.

	
	Define metrics requirements.

	
	Identify in-use tools and/or methods that may be used in the Dashboard implementation.

	
	Define Presentation Subsystem requirements.

	
	Design and implement the Database Management Subsystem/Presentation Subsystem interface and data exchange mechanisms.

	
	Design and implement the Presentation Subsystem.

	
	Participate in the design and implementation of the Dashboard infrastructure (hardware, COTS, network, etc).

	Extraction Impl. Support
	Code and/or script as required to implement the extraction subsystem and related interfaces

	Data Management Impl. Support
	Code, script, and/or database development as required to implement the data management subsystem and related interfaces

	Presentation Impl. Support
	Code, script, and/or database development as required to implement the presentation subsystem and related interfaces


6.0 Work Breakdown Structure

Table 2 identifies the elements of the work breakdown structure (WBS), their period of performance, deliverables for each WBS element, and the activity responsible for producing the deliverables.

Table 2 WBS and Deliverables

	TASK
	Period of Performance
	Responsible Engineering Activity
	Deliverables

	
	Start
	Stop
	
	

	System Design
	08/28/00
	09/08/00
	Project Manager
	ECS DASHBOARD System Specification

	Phase 1 Module Design
	08/28/00
	09/22/00
	Project Manager
	ECS Dashboard Reporting Module Specification

(Phase 1)

	Phase 2 Module Design
	09/25/00
	10/06/00
	Project Manager
	ECS Dashboard Reporting Module Specification

(Phase 2)

	Phase 3 Module Design
	10/09/00
	10/20/00
	Project Manager
	ECS Dashboard Reporting Module Specification

(Phase 3)

	Phase 1 Extraction Design
	09/11/00
	09/29/00
	Extraction Subsystem Engineer
	Data Extraction Subsystem Specification Extraction method prototypes, ECS/Dashboard Interface Control Document, ECS CCR(s), DAAC DUEs

	Phase 2 Extraction Design
	10/02/00
	10/20/00
	Extraction Subsystem Engineer
	Data Extraction Subsystem Specification, Extraction method prototypes, ECS/Dashboard Interface Control Document, ECS CCR(s), DAAC DUEs

	Phase 3 Extraction Design
	10/23/00
	11/10/00
	Extraction Subsystem Engineer
	Data Extraction Subsystem Specification, Extraction method prototypes, ECS/Dashboard Interface Control Document,  ECS CCR(s), DAAC DUEs

	Phase 1 Data Management Design
	09/11/00
	09/29/00
	Data Management Subsystem Engineer
	Data Management Subsystem Specification, Data Extraction-Data Management Interface Control Document, Data Management-Data Presentation Interface Control Document, Subsystem interface prototypes, Data managment prototypes

	Phase 2 Data Management Design
	10/02/00
	10/20/00
	Data Management Subsystem Engineer
	Data Management Subsystem Specification, Data Extraction-Data Management Interface Control Document, Data Management-Data Presentation Interface Control Document, Subsystem interface prototypes, Data managment prototypes

	Phase 3 Data Management Design
	10/23/00
	11/10/00
	Data Management Subsystem Engineer
	Data Management Subsystem Specification, Data Extraction-Data Management Interface Control Document, Data Management-Data Presentation Interface Control Document, Subsystem interface prototypes, Data managment prototypes

	Phase 1 Presentation Design
	09/11/00
	09/29/00
	Presentation Subsystem Engineer
	Data Presentation Subsystem Specification, External interface protypes, Data presentation prototypes, DAAC DUEs

	Phase 2 Presentation Design
	10/02/00
	10/20/00
	Presentation Subsystem Engineer
	Data Presentation Subsystem Specification, External interface protypes, Data presentation prototypes, DAAC DUEs

	Phase 3 Presentation Design
	10/23/00
	11/10/00
	Presentation Subsystem Engineer
	Data Presentation Subsystem Specification, External interface protypes, Data presentation prototypes, DAAC DUEs

	Infrastucture Design
	09/11/00
	09/22/00
	Project Manager
	Dashboard Infrastructure Specification 

	Procurement
	09/25/00
	10/27/00
	ILS POC
	Delivery of material

	Design/CM/DM process Development
	09/05/00
	09/15/00
	SOS POC
	CM/DM Plan

	Operations Plan Development
	09/11/00
	09/29/00
	SOS POC
	Operations Plan

	Maintenance Plan Development
	09/11/00
	09/29/00
	SOS POC
	Maintenance Plan

	Sustaining Engr Plan Development
	09/11/00
	09/29/00
	SOS POC
	Sustaining Engineering Plan

	Deployment Plan Development
	09/11/00
	09/29/00
	SOS POC
	Dashboard Deployment Plan

	Phase 1 Implementation
	10/02/00
	10/20/00
	Extraction Subsystem Engineer, Presentation Subsystem Engineer, Data Management Subsystem Engineer
	As-built documentation, Integrate and test Phase 1 system at EDAAC, Integrate and test Phase 1 system at GDAAC

	Phase 2 Implementation
	10/23/00
	11/10/00
	Extraction Subsystem Engineer, Presentation Subsystem Engineer, Data Management Subsystem Engineer
	As-built documentation, Integrate and test Phase 2 system at EDAAC, Integrate and test Phase 2 system at GDAAC

	Phase 3 Implementation
	11/13/00
	12/01/00
	Extraction Subsystem Engineer, Presentation Subsystem Engineer, Data Management Subsystem Engineer
	As-built documentation, Integrate and test Phase 3 system at EDAAC, Integrate and test Phase 3 system at GDAAC

	Phase 1 Deployment
	10/23/00
	10/27/00
	NDAAC POC, EDAAC POC, SMC POC, LDAAC POC, GDAAC POC
	Install and and test Phase 1 system at each site (GDAAC,EDAAC,LDAAC,NDAAC,SMC), Personnel training at each site (GDAAC,EDAAC,LDAAC,NDAAC,SMC)

	Phase 2 Deployment
	11/13/00
	11/17/00
	NDAAC POC, EDAAC POC, SMC POC, LDAAC POC, GDAAC POC
	Install and and test Phase 2 system at each site (GDAAC,EDAAC,LDAAC,NDAAC,SMC), Personnel training at each site (GDAAC,EDAAC,LDAAC,NDAAC,SMC)

	Phase 3 Deployment
	12/04/00
	12/08/00
	NDAAC POC, EDAAC POC, SMC POC, LDAAC POC, GDAAC POC
	Install and and test Phase 3 system at each site (GDAAC,EDAAC,LDAAC,NDAAC,SMC), Personnel training at each site (GDAAC,EDAAC,LDAAC,NDAAC,SMC)


7.0 Allocation of Resources to WBS Elements

Table 3 identifies the level of effort (in hours) required from each resource for each work breakdown item.

Table 3 Allocation of Resources to WBS Elements

	Labor hours by task, by position
	EDAAC POC
	GDAAC POC
	LDAAC POC
	NDAAC POC
	SMC POC
	Dev. Ops Support POC
	M&O CCB POC
	Deployment IPT POC
	Help Desk POC
	TT/NCR Review POC
	ILS POC
	Ops Training POC
	SW Development POC
	Sci. Data Engr POC
	System Engr POC
	Extraction Subs. Engr
	Data Mgmt Subs. Engr
	Presentation Sub. Engr
	Extraction Impl. Support
	Data Management Impl. Support
	Presentation Impl. Support
	Project Manager LOE
	SOS LOE
	SE,SW,SCI LOE
	Totals

	System Design
	8
	8
	8
	8
	8
	8
	
	
	
	
	2
	
	
	
	
	4
	4
	4
	
	
	
	11
	5.7
	1.71
	80.78462

	Phase 1 Module Design
	36
	36
	36
	36
	36
	24
	
	
	
	
	2
	
	4
	4
	4
	16
	16
	16
	
	
	
	11
	5.7
	1.71
	284.7846

	Phase 2 Module Design
	24
	24
	24
	24
	24
	12
	
	
	
	
	
	
	2
	2
	2
	16
	16
	16
	
	
	
	11
	5.7
	1.71
	204.7846

	Phase 3 Module Design
	24
	24
	24
	24
	24
	12
	
	
	
	
	
	
	2
	2
	2
	16
	16
	16
	
	
	
	11
	5.7
	1.71
	204.7846

	Phase 1 Extraction Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	40
	
	
	10
	
	
	11
	5.7
	1.71
	104.7846

	Phase 2 Extraction Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	40
	
	
	10
	
	
	11
	5.7
	1.71
	104.7846

	Phase 3 Extraction Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	40
	
	
	10
	
	
	11
	5.7
	1.71
	104.7846

	Phase 1 Data Management Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	
	40
	
	
	10
	
	11
	5.7
	1.71
	104.7846

	Phase 2 Data Management Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	
	40
	
	
	10
	
	11
	5.7
	1.71
	104.7846

	Phase 3 Data Management Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	
	40
	
	
	10
	
	11
	5.7
	1.71
	104.7846

	Phase 1 Presentation Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	
	
	40
	
	
	10
	11
	5.7
	1.71
	104.7846

	Phase 2 Presentation Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	
	
	40
	
	
	10
	11
	5.7
	1.71
	104.7846

	Phase 3 Presentation Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	
	
	4
	4
	4
	
	
	40
	
	
	10
	11
	5.7
	1.71
	104.7846

	Infrastucture Design
	4
	4
	4
	4
	4
	4
	
	
	
	
	2
	
	
	
	
	24
	24
	24
	
	
	
	11
	5.7
	1.71
	116.7846

	Procurement
	
	
	
	
	
	
	
	
	
	
	24
	
	
	
	
	
	
	
	
	
	
	11
	5.7
	1.71
	42.78462

	Design/CM/DM process Development
	4
	4
	4
	4
	4
	4
	8
	8
	8
	8
	8
	8
	
	
	
	4
	4
	4
	
	
	
	11
	5.7
	1.71
	102.7846

	Operations Plan Development
	8
	8
	8
	8
	8
	8
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	11
	5.7
	1.71
	66.78462

	Maintenance Plan Development
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	
	
	
	4
	4
	4
	
	
	
	11
	5.7
	1.71
	126.7846

	Sustaining Engr Plan Development
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	
	
	
	4
	4
	4
	
	
	
	11
	5.7
	1.71
	126.7846

	Deployment Plan Development
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	
	
	
	4
	4
	4
	
	
	
	11
	5.7
	1.71
	126.7846

	Phase 1 Implementation
	
	
	
	
	
	
	
	
	
	
	
	
	
	20
	20
	20
	60
	60
	60
	11
	5.7
	1.71
	258.7846

	Phase 2 Implementation
	
	
	
	
	
	
	
	
	
	
	
	
	
	10
	10
	10
	50
	50
	50
	11
	5.7
	1.71
	198.7846

	Phase 3 Implementation
	
	
	
	
	
	
	
	
	
	
	
	
	
	10
	10
	10
	50
	50
	50
	11
	5.7
	1.71
	198.7846

	Phase 1 Deployment
	24
	24
	24
	24
	24
	
	8
	8
	8
	8
	8
	8
	
	
	
	2
	2
	2
	6
	6
	6
	11
	5.7
	1.71
	210.7846

	Phase 2 Deployment
	24
	24
	24
	24
	24
	
	8
	8
	8
	8
	8
	8
	
	
	
	2
	2
	2
	6
	6
	6
	11
	5.7
	1.71
	210.7846

	Phase 3 Deployment
	24
	24
	24
	24
	24
	
	8
	8
	8
	8
	8
	8
	
	
	
	2
	2
	2
	6
	6
	6
	11
	5.7
	1.71
	210.7846

	Total Labor Hours: 3716.4
	240
	240
	240
	240
	240
	132
	56
	56
	56
	56
	86
	56
	44
	44
	44
	258
	258
	258
	208
	208
	208
	296
	148
	44.4
	3716.4


8.0 Allocation of Resources over Period of Performance

Figure 1 illustrates when labor resources will be expended across the project period of performance.
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The following figures illustrate the level of effort for individual team members across the project period of performance.
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9.0 Schedule

The following figure illustrates the project schedule based on the WBS and period of performance data.  
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10. Other Direct Costs (Estimates)

Estimate of COTS hardware, software, tools etc:  not to exceed $100,000 ($20,000/deployed site).

Estimate of travel costs:  12 people-trips @ $2000/trip = $24,000

11. Summary

Period of Performance: 4 months (Sept 2000 – December 2000)

Labor Estimates:  22 Heads expending 3716.4 labor hours from September 1, 2000 to December 31, 2000.

ODC:  $124,000







Page 33 of 34

