NCRs for DAAC Review

7/13 CCB List


NCR ID: ECSed21957         Status: VERIFIED                 Submitted: 990413

NCR Class: OPERATIONS      Project: OPS_DPS                 Enclosures: 5

NCR TITLE...

  AM-1 DPREP PGE version numbers to be incremented.

PROBLEM INFORMATION...                    ANALYSIS INFORMATION...

  Build Name[*]: Drop 4PY.04                Evaluate Engineer: nharihar

  Test Site[*]: EDF                         Assigned To:  kummerer

  Detection Method[*]: Inspection           Analysis Due Date (yymmdd):

  Detected-In-Phase[*]: System Verification

  Test Case ID:                           COST ANALYSIS INFORMATION...

  Machine Name: SGI                         Cost[*]: MEDIUM

  Severity (1=Showstopper)[*]: 3            Estimated Fix Time(hrs): 15

  Mode [*]: Other                           Estimated Fix Date(yymmdd): 990617

  Trouble Ticket:                           Workaround Available? N

  DAAC Trouble Ticket:

                                          TO BE FIXED INFORMATION...

SUBMITTER INFORMATION...                    Problem type[*]: source code

  Submitter:  kummerer                      Recommended change[*]: source code

                                            Implement Due Date (yymmdd):
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NCR Class: OPERATIONS      Project: OPS_DPS

MERGE INFORMATION..                       VERIFICATION INFORMATION...

  Resolution[*]: source code                Test Engineer: mmauthe

  Resolved by: kummerer                     Verification Due:

  Iteration: 4PY.11                         Verification results(P/F)?: P

  Indicate_SLOC[*]: Added                   Elapsed verification time (hrs): 1

  Num_SLOC: 50                              Attachments (Y/N)? N

  Fixing time (hrs): 15                     Ver. Build ID[*]: Drop 5A.Gamma

  Affect CSCI: DPREP                        Verification Machine: pdps1

  Merge Build Id: N990623001                Verification Site[*]: EDF

  Documentation affected (Y/N)? N
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************ Problem ************

Please describe the problem you are experiencing below, including

what you did, what you expected to happen, and what actually happened:

AM-1 DPREP PGE EcDpPrAm1EdosEphAttDPREP_PGE and EcDpPrAm1FddAttitudeDPREP_PGE

version numbers that are maintained in the PGE ODL need to be incremented to

reflect the development of PGEs that differ from those delivered in Drop 4PX.

The purpose for this is to provide a means for distinguishing the Drop 4PY.04

version of DPREP from the one currently established on the system (Drop 4PX).

Presumably PGE_VERSION and PGE_SSW_VERSION are to be incremented in the

DPREP PGE ODL, both profiles.

************ Analysis ************

Please describe your Analysis:

        Related to NCR ECSed19588.

        Need to figure out the correct way to version DPREP.

        One school of thought: match the version to the name of the

        current drop.  So for 4PY.04 the version would be 4PY04.

        Second School of thought: Use number versioning scheme (this is

        what is currently being used).  The question is when do we

        go up whole numbers (from 1.0 to 2.0) and when do we just go

        up fractional numbers (from 1.2 to 1.3 or 1.2 to 1.25).

        We are attempting to get Architect Office input.

                -- M. Mauthe

************ Resolution ************

Please describe your resolution to this problem:

Set the AM-1 DPREP 4PY version number to 10001. Likewise set the AM-1 DPREP 5A

version number to 20001. Added logical ID 990 to all AM-1 DPREP odl that

specifies the DPREP software version number. Changed PGE_VERSION and

PGE_SSW_VERSION attributes to the new version number format. Added routine

DpPrAm1VersionNumber.C to tag all AM-1 DPREP executables with the software

version number. Future code revisions, to both DPREP software and software

used by DPREP (i.e. SDP Toolkit), results in the DPREP software version number

being incremented. The version number will have to be changed in all DPREP PGE

ODL files (after creating new ODL filenames which have software version number

imbedded within) and file DpPrAm1VersionNumber.C.

************ Previous Merge Build IDs ************

Please enter any related Merge Build ID(s) information:

1)

2)

3)

4)

************ Verification ************

Please describe your verification:


Verified that the DPREP ODLs were incremented with the correct


DPREP Version Id.  Thus this NCR is visually verified for


DROP5A.




-- M. Mauthe

************ History ************

xddts    990413 121825 Submitted to OPS_DPS by kummerer

xddts    990413 122354 Enclosure "Problem" added by kummerer

xddts    990413 122701 enclosure "Problem" edited by kummerer

xddts    990608 092209 N -> A (Assign-Eval to mmauthe) by nharihar

xddts    990616 141116 Fields modified by kummerer

xddts    990616 141501 Enclosure "Analysis" added by kummerer

xddts    990616 141501 A -> B (Cost-Analyzed) by kummerer

xddts    990616 141720 enclosure "Analysis" edited by kummerer

xddts    990616 141806 B -> R (Assign-Implement) by kummerer

xddts    990616 141852 R -> R (Assign-Implement) by kummerer

xddts    990624 163533 Enclosure Resolution added by kummerer

xddts    990624 163536 Enclosure Previous Merge Build IDs added by kummerer

xddts    990624 163536 R -> M (To-Be-Merged) by kummerer

xddts    990629 204051 M -> T (In-Test) by jboliek

xddts    990702 132635 Enclosure "Verification" added by mmauthe

xddts    990702 132635 T -> V (Verified) by mmauthe

xddts    990707 115446 Fields modified by sbarrier

xddts    990707 115453 Fields modified by sbarrier

*******************************************************************************

NCR ID: ECSed17470         Status: VERIFIED                 Submitted: 980827

NCR Class: OPERATIONS      Project: OPS_MSS                 Enclosures: 6

NCR TITLE...

  HPOV inconsistent in bringing up/down servers via Mode

PROBLEM INFORMATION...                    ANALYSIS INFORMATION...

  Build Name[*]: Drop 4P1                   Evaluate Engineer: rsnyder

  Test Site[*]: EDC DAAC                    Assigned To:  rsnyder

  Detection Method[*]: Planned Test         Analysis Due Date (yymmdd):

  Detected-In-Phase[*]: DAAC Activity

  Test Case ID:                           COST ANALYSIS INFORMATION...

  Machine Name: e0msh03                     Cost[*]: MEDIUM

  Severity (1=Showstopper)[*]: 2            Estimated Fix Time(hrs): 20

  Mode [*]: TS2                             Estimated Fix Date(yymmdd): 990202

  Trouble Ticket:                           Workaround Available? N

  DAAC Trouble Ticket:

                                          TO BE FIXED INFORMATION...

SUBMITTER INFORMATION...                    Problem type[*]: source code

  Submitter:  mhoneywe                      Recommended change[*]: source code

                                            Implement Due Date (yymmdd):
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NCR Class: OPERATIONS      Project: OPS_MSS                 Forwarded 990426

MERGE INFORMATION..                       VERIFICATION INFORMATION...

  Resolution[*]: source code                Test Engineer: rginocch

  Resolved by: rsnyder                      Verification Due:

  Iteration: Drop 4PY                       Verification results(P/F)?: P

  Indicate_SLOC[*]: Combination             Elapsed verification time (hrs): 1

  Num_SLOC: 50                              Attachments (Y/N)? N

  Fixing time (hrs): 50                     Ver. Build ID[*]: Drop 5A.Gamma

  Affect CSCI: MACI                         Verification Machine: e0msh01

  Merge Build Id: N990226005                Verification Site[*]: VATC

  Documentation affected (Y/N)? N

FORWARDING INFORMATION...

  Old class:  REL_B0_INFORMAL

  Old project:  RelB0_MSS

  Forwarded by: Ken Cockerill
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************ Problem (Added at 980827 by mhoneywe ) ***********

When bringing servers down using Mode>TS2>shutdown executable,

in addition to the servers on e0ins01 not coming down"NCR 16073"

it is inconsistent in which servers are brought down. ScienceData

srvr on e0acs05 sometimes comes down, and does not appear to be cleaning

up after itself as swap space runs out in a day. 26 Aug, StorageMgmtApp

on e0drg01 did not come down. The week before, e0ins02 as well as

some of the Distribution subsystems were spotty in coming down.

Bringing servers up using Mode>TS2>Start executable is not as bad,

but again one or two servers sometimes need to be brought up at the

program level. GUI accuracy impacts this, as you have to go into each

subsystem that's suspicious and check for what servers are indeed

running.

************ Analysis ************

Please describe your Analysis:

Mode startup is a capability that will be delivered with Drop 5A.

************ Previous Merge Build IDs ************

Please enter any related Merge Build ID(s) information:

1)

2)

3)

4)

************ Resolution ************

Please describe your resolution to this problem:

See Analysis.

************ Defer to 5A (Added 990121 by jsydney) ***********

Defer to 5A.

************ Verification ************

Please describe your verification:

xddts

The testing and verification has been done at VATC with drop 5A_GAMMA.

login as cmshared

telnet t1msh01

setenv DISPLAY ncds020:0.0

Start Ecsd: cd /usr/ecs/SHARED/CUSTOM/utilities/EcMsCmStartEcsd

Start deputyagent: cd /usr/ecs/SHARED/CUSTOM/utilities/DeputyStart SHARED

*bring up all the subagents for all hosts.

*t1ins01 > cd /usr/ecs/SHARED/CUSTOM/utilities/EcMsAgSubAgentStart SHARED

ovw&

click on service icon

click on mode icon

to start-up all the servers on OPS mode click on OPS mode icon 

on the mouse right click and select start executable.

to shutdown all the servers on OPS mode click on OPS mode icon

on the mouse right click and select shutdown executable.

Verified in VATC 7/1/99, by Rosdiana Ginocchi

************ History ************

wwweb    980827 104652 Submitted by mhoneywe from e0mos01.edcmo.ecs.nasa.gov

xddts    980831 120153 Forwarded from EDAAC_TT to RelB0_MSS by trockvam

xddts    980901 100412 N -> A (Assigned-to rsnyder) by lswentek

xddts    980923 123220 Enclosure "Analysis" added by rsnyder

xddts    980923 123220 A -> R (Recommend-change = not a bug) by rsnyder

xddts    980923 123333 Enclosure Previous Merge Build IDs added by rsnyder

xddts    980923 123347 Enclosure Resolution added by rsnyder

xddts    980923 123347 R -> T by rsnyder

xddts    981201 203543 Fields modified by jboliek

xddts    990121 131007 Enclosure "Verification" added by jsydney

xddts    990121 131008 T -> V by jsydney

xddts    990121 153619 V -> R (Recommend-change = not a bug) by jsydney

xddts    990121 153629 R -> A (Assigned-to rsnyder) by jsydney

xddts    990121 153744 Enclosure "Defer to 5A" added by jsydney

xddts    990121 153753 enclosure "Verification" deleted by jsydney

xddts    990202 183700 A -> R (Recommend-change = source code) by rsnyder

xddts    990202 184948 Fields modified by cwhitake

xddts    990302 154712 R -> T by rsnyder

xddts    990302 154732 T -> T by rsnyder

batchbug 990426 192608 Forwarded from RelB0_MSS to OPS_MSS by kcockeri

xddts    990526 110604 Fields modified by lswentek

xddts    990526 110611 Fields modified by lswentek

xddts    990702 110242 Enclosure "Verification" added by mss

xddts    990702 110242 T -> V (Verified) by mss

xddts    990702 125136 V -> V (Verified) by mss

xddts    990702 130037 enclosure "Verification" edited by mss

xddts    990702 130215 V -> V (Verified) by mss

xddts    990702 130341 V -> V (Verified) by mss

xddts    990707 115614 Fields modified by sbarrier

xddts    990707 115627 Fields modified by sbarrier

*******************************************************************************

NCR ID: ECSed21795         Status: VERIFIED                 Submitted: 990331

NCR Class: OPERATIONS      Project: OPS_SDSRV_DTS           Enclosures: 6

NCR TITLE...

  4PX.26: DBDesc file differences

PROBLEM INFORMATION...                    ANALYSIS INFORMATION...

  Build Name[*]: Drop 4PX.26                Evaluate Engineer: jcockey

  Test Site[*]: EDF                         Assigned To:  sho

  Detection Method[*]: Inspection           Analysis Due Date (yymmdd):

  Detected-In-Phase[*]: System Verification

  Test Case ID:                           COST ANALYSIS INFORMATION...

  Machine Name:                             Cost[*]: LOW

  Severity (1=Showstopper)[*]: 3            Estimated Fix Time(hrs): 8

  Mode [*]: Other                           Estimated Fix Date(yymmdd): 990416

  Trouble Ticket: SMC000000000484           Workaround Available? N

  DAAC Trouble Ticket: EDC 1100

                                          TO BE FIXED INFORMATION...

SUBMITTER INFORMATION...                    Problem type[*]: unknown

  Submitter:  rhendry                       Recommended change[*]: builds

                                            Implement Due Date (yymmdd):
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NCR Class: OPERATIONS      Project: OPS_SDSRV_DTS           Forwarded 990406

MERGE INFORMATION..                       VERIFICATION INFORMATION...

  Resolution[*]: configuration              Test Engineer: kcarr

  Resolved by: sho                          Verification Due:

  Iteration: Drop 4PY.05                    Verification results(P/F)?: P

  Indicate_SLOC[*]: Added                   Elapsed verification time (hrs): 1

  Num_SLOC: 10                              Attachments (Y/N)? N

  Fixing time (hrs): 8                      Ver. Build ID[*]: Drop 4PY.09

  Affect CSCI: SDSRV/sybase                 Verification Machine: n/a

  Merge Build Id:                           Verification Site[*]: EDF

  Documentation affected (Y/N)? N

FORWARDING INFORMATION...

  Old class:  OPERATIONS

  Old project:  OPS_SDSRV

  Forwarded by: Adrienne Dupree
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************ Problem ************

Please describe the problem you are experiencing below, including

what you did, what you expected to happen, and what actually happened:

Submitter:  Cynthia Langevin

Ssubmitter Phone: 605-594-2584

Submitter e-mail:  cynthia@edcmail.cr.usgs.gov

There are differences in the databases between the database schemas from

Landover and EDC.  These need to be forwarded to someone to have a look at the

differences.

03/29/99 14:20:14                         Mailer daemon

:

  03/29/99 13:16:14                         rockvam

     03/24/99 13:29:34                         langevin

     Here is the output from running the DBDesc files and generating the 

     differences between our database  schemas and the schemas back at 

     Landover.  PLEASE NOTE THAT THE ORDER OF THE ARGUMENTS ON THE COMMAND  

     LINE WHERE diff <EDC_DESC file> <Landover_DESC file>.  THis implies that 

     the output with the arrows  pointing in this direction, (<) are for EDC 

     and the other way is for Landover.

     First output is for Ingest_TS2 on the e0icg01 machine:

     70c70

     < Table:(InFileTypeTemplate) Column:(ArchivalFlag) Type:(boolean) 

     Length:(1) Prec:() Scale:()  Offset:(-6)

     ---

     > Table:(InFileTypeTemplate) Column:(ArchivalFlag) Type:(char) Length:(1)

     Prec:() Scale:() Offset:(-6)

     84c84

     < Table:(InFileTypeTemplate) Column:(RequiredFlag) Type:(boolean) 

     Length:(1) Prec:() Scale:()  Offset:(2)

     ---

     > Table:(InFileTypeTemplate) Column:(RequiredFlag) Type:(char) Length:(1)

     Prec:() Scale:() Offset:(2)

     **********************************************

     The second file is for e0acg01 and the EcDsScienceDataServer1_TS2 

     database:

     863d861

     < Table:(amass) Column:(uniqueFileName) Type:(varchar) Length:(80)

Prec:()

     Scale:() Offset:(-1)

     989,992c987,991

     < Table:(DsMdGranules) IndexID:(2) KeyCnt:(5) Keys1:(525312) Keys2:()

     < Table:(DsMdGranules) IndexID:(3) KeyCnt:(2) Keys1:(6664) Keys2:()

     < Table:(DsMdGranules) IndexID:(4) KeyCnt:(2) Keys1:(1288) Keys2:()

     < Table:(DsMdGranules) IndexID:(5) KeyCnt:(2) Keys1:(768) Keys2:()

     ---

     > Table:(DsMdGranules) IndexID:(2) KeyCnt:(4) Keys1:(4872) Keys2:()

     > Table:(DsMdGranules) IndexID:(3) KeyCnt:(5) Keys1:(1024) Keys2:()

     > Table:(DsMdGranules) IndexID:(4) KeyCnt:(2) Keys1:(6664) Keys2:()

     > Table:(DsMdGranules) IndexID:(5) KeyCnt:(2) Keys1:(1288) Keys2:()

     > Table:(DsMdGranules) IndexID:(6) KeyCnt:(2) Keys1:(768) Keys2:()

     1078d1076

     < Table:(amass) IndexID:(0) KeyCnt:(0) Keys1:() Keys2:()

     1592d1589

     < Constraints, Column:(uniqueFileName) Table:(SQScolumns) Error:(0)

     2133d2129

     < Constraints, Column:(uniqueFileName) Table:(SQSindexes) Error:(0)

     2857d2852

     < Constraints, Column:(uniqueFileName) Table:(SQSprotects) Error:(0)

     4412d4406

     < Constraints, Column:(uniqueFileName) Table:(SQStemplates_plural) 

     Error:(0)

     *********************************************

     The third file differences are for storagemanagement:

     > Table:(DsStStacker) Column:(MediumType) Type:(mediumtype) Length:(20) 

     Prec:() Scale:() Offset:(-5)

     383c383

     < Table:(DsStTape) Column:(MediaType) Type:(mediumtype) Length:(50) 

     Prec:() Scale:() Offset:(-3)

     ---

     > Table:(DsStTape) Column:(MediaType) Type:(mediumtype) Length:(20) 

     Prec:() Scale:() Offset:(-3)

     387c387

     < Table:(DsStTape) Column:(TapeStatus) Type:(state) Length:(50) Prec:() 

     Scale:() Offset:(-5)

     ---

     > Table:(DsStTape) Column:(TapeStatus) Type:(state) Length:(9) Prec:() 

     Scale:() Offset:(-5)

     389c389

     < Table:(DsStTapeGroup) Column:(MediaType) Type:(mediumtype) Length:(50) 

     Prec:() Scale:() Offset:(-2)

     ---

     > Table:(DsStTapeGroup) Column:(MediaType) Type:(mediumtype) Length:(20) 

     Prec:() Scale:() Offset:(-2)

     407c407

     < Table:(DsStVolumeGroup) Column:(VolumeGroupName) Type:(volumegroupname)

     Length:(24) Prec:() Scale:() Offset:(-2)

     ---

     > Table:(DsStVolumeGroup) Column:(VolumeGroupName) Type:(volumegroupname)

     Length:(6) Prec:() Scale:()  Offset:(-2)

     455,456c455,456

     < Table:(DsStBackup) IndexID:(2) KeyCnt:(2) Keys1:(-2130115832) Keys2:()

     < Table:(DsStBackup) IndexID:(3) KeyCnt:(2) Keys1:(-2130114040) Keys2:()

     ---

     > Table:(DsStBackup) IndexID:(2) KeyCnt:(2) Keys1:(776) Keys2:()

     > Table:(DsStBackup) IndexID:(3) KeyCnt:(2) Keys1:(2568) Keys2:()

************ Detailed_analysis (Added 990412 by jcockey) ***********

Detailed Analysis:

==================

Below is a detailed analysis of the SDSRV related differences - marked with

a "+++". The Analysis is followed by a recommended resolution. 

**********************************************

The second file is for e0acg01 and the EcDsScienceDataServer1_TS2 

database:

The following objects doesn't exist in the sdsrv development schema. 

863d861

< Table:(amass) Column:(uniqueFileName) Type:(varchar) Length:(80) Prec:()

Scale:() Offset:(-1)

1592d1589

< Constraints, Column:(uniqueFileName) Table:(SQScolumns) Error:(0) 2133d2129 

< Constraints, Column:(uniqueFileName) Table:(SQSindexes) Error:(0) 2857d2852 

< Constraints, Column:(uniqueFileName) Table:(SQSprotects) Error:(0) 4412d4406 

< Constraints, Column:(uniqueFileName) Table:(SQStemplates_plural) Error:(0)

+++ This table and related constraints is not part of the 

SDSRV Database Schema. 

+++ Recommended Resolution - DAAC DBA should drop this table.

989,992c987,991

     < Table:(DsMdGranules) IndexID:(2) KeyCnt:(5) Keys1:(525312) Keys2:()

     < Table:(DsMdGranules) IndexID:(3) KeyCnt:(2) Keys1:(6664) Keys2:()

     < Table:(DsMdGranules) IndexID:(4) KeyCnt:(2) Keys1:(1288) Keys2:()

     < Table:(DsMdGranules) IndexID:(5) KeyCnt:(2) Keys1:(768) Keys2:()

     ---

     > Table:(DsMdGranules) IndexID:(2) KeyCnt:(4) Keys1:(4872) Keys2:()

     > Table:(DsMdGranules) IndexID:(3) KeyCnt:(5) Keys1:(1024) Keys2:()

     > Table:(DsMdGranules) IndexID:(4) KeyCnt:(2) Keys1:(6664) Keys2:()

     > Table:(DsMdGranules) IndexID:(5) KeyCnt:(2) Keys1:(1288) Keys2:()

     > Table:(DsMdGranules) IndexID:(6) KeyCnt:(2) Keys1:(768) Keys2:()

++ This difference is caused by an badly applied patch in the 

pre ETE setup timeframe. This problem is not sever - indeed the 

schema has passed the ETE and interface testing.  However - thie current

setup is not standard not optimal.

++ Recommended Resolution: 

The fix for index changes marked by "989,992c987,991" :

drop index DsMdGranules.xDsMdGranulesSNmVidEndBeg go

drop index DsMdGranules.xDsMdGranulesDate go

drop index DsMdGranules.xDsMdGranulesPHID go

drop index DsMdGranules.xDsMdGranulesPrimClId go

create index xDsMdGranulesEndDtBegDtDbid on DsMdGranules (EndingDateTime, BeginningDateTime, dbID)

go

create index xDsMdGranulesSNmVidEndBeg on DsMdGranules (ShortName, VersionID, EndingDateTime, BeginningDateTime)

go

create index xDsMdGranulesDate on DsMdGranules (deleteEffectiveDate) go

create index xDsMdGranulesPHID on DsMdGranules (processingHistoryId) go

create index xDsMdGranulesPrimClId on DsMdGranules (primaryCollectionId) go

************ Analysis ************

Please describe your Analysis:

For some reason, probably a bad patch, in EDC there are 4 indexes on

DsMdGranules and in Landover there are 5.  The simplest solution is to drop

all the 4 indexes at EDC and recreate 5 of them.

************ Resolution ************

Please describe your resolution to this problem:

Recreate 5 indexes.

 xDsMdGranulesEndDtBegDtDbid   

         nonclustered located on default                                     

          EndingDateTime, BeginningDateTime, dbID                             

                               0 

 xDsMdGranulesSNmVidEndBeg     

         nonclustered located on default                                     

          ShortName, VersionID, EndingDateTime, BeginningDateTime             

                               0 

 xDsMdGranulesDate             

         nonclustered located on default                                     

          deleteEffectiveDate                                                 

                               0 

 xDsMdGranulesPHID             

         nonclustered located on default                                     

          processingHistoryId                                                 

                               0 

 xDsMdGranulesPrimClId         

         nonclustered located on default                                     

          primaryCollectionId                                                 

************ Previous Merge Build IDs ************

Please enter any related Merge Build ID(s) information:

1)

2)

3)

4)

************ Verification ************

Please describe your verification:

This fix was merged to the 4PY and 5A baselines on 5/17/99.  Corresponding

database patches 4.9.14 and 5.5.6 were applied to the Integration lab

databases.

We ran sp_help on the DsMdGranules table to confirm that the index number

sequence was correct.

************ History ************

xddts    990331 164143 Submitted to OPS_DBDM by rhendry

xddts    990331 164254 Enclosure "Problem" added by rhendry

xddts    990331 164521 enclosure "Problem" edited by rhendry

xddts    990406 143308 Cloned from ECSed21722 (OPS_DBDM) by rwhite

xddts    990406 143308 Parent & Children Links Removed.

xddts    990406 143729 Forwarded from OPS_SDSRV to OPS_SDSRV_DTS by

xddts    990407 113940 Fields modified by rhendry

xddts    990412 194441 Enclosure "Detailed_analysis" added by jcockey

xddts    990412 195023 enclosure "Detailed_analysis" edited by jcockey

xddts    990412 195115 N -> A (Assign-Eval to jcockey) by jcockey

xddts    990419 125614 Enclosure "Analysis" added by sxu

xddts    990419 125615 A -> B (Cost-Analyzed) by sxu

xddts    990419 125842 enclosure "Analysis" edited by sxu

xddts    990419 130024 B -> R (Assign-Implement) by sxu

xddts    990419 130114 Enclosure Resolution added by sxu

xddts    990419 130117 Enclosure Previous Merge Build IDs added by sxu

xddts    990419 130117 R -> M (To-Be-Merged) by sxu

xddts    990419 130151 enclosure "Analysis" edited by sxu

xddts    990419 130208 enclosure "Resolution" edited by sxu

xddts    990512 125210 Fields modified by sho

xddts    990512 125223 Fields modified by sho

xddts    990512 125926 M -> M (To-Be-Merged) by sho

xddts    990519 113003 M -> M (To-Be-Merged) by sho

xddts    990519 113109 M -> T (In-Test) by sho

xddts    990519 113206 enclosure "Resolution" edited by sho

xddts    990702 160108 Enclosure "Verification" added by kcarr

xddts    990702 160108 T -> V (Verified) by kcarr

xddts    990707 115742 Fields modified by sbarrier

xddts    990707 115750 Fields modified by sbarrier

*******************************************************************************

NCR ID: ECSed21611         Status: VERIFIED                 Submitted: 990326

NCR Class: OPERATIONS      Project: OPS_Sys_Engr            Enclosures: 10

NCR TITLE...

  LST3b.2DR Legato backup.

PROBLEM INFORMATION...                    ANALYSIS INFORMATION...

  Build Name[*]: Drop 4PX.27                Evaluate Engineer: rbest

  Test Site[*]: EDC DAAC                    Assigned To:  rbest

  Detection Method[*]: Planned Test         Analysis Due Date (yymmdd):

  Detected-In-Phase[*]: DAAC Activity

  Test Case ID:                           COST ANALYSIS INFORMATION...

  Machine Name:                             Cost[*]: LOW

  Severity (1=Showstopper)[*]: 2            Estimated Fix Time(hrs): 1

  Mode [*]: TS2                             Estimated Fix Date(yymmdd): 990427

  Trouble Ticket: SMC000000000439           Workaround Available? N

  DAAC Trouble Ticket: EDC000000001094

                                          TO BE FIXED INFORMATION...

SUBMITTER INFORMATION...                    Problem type[*]: COTS/OS

  Submitter:  terryt                        Recommended change[*]: COTS/OS

                                            Implement Due Date (yymmdd):
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NCR Class: OPERATIONS      Project: OPS_Sys_Engr

MERGE INFORMATION..                       VERIFICATION INFORMATION...

  Resolution[*]: unreproducible             Test Engineer: cwhitake

  Resolved by: rebest                       Verification Due:

  Iteration: Drop 4PX.27                    Verification results(P/F)?: P

  Indicate_SLOC[*]: Not Applicable          Elapsed verification time (hrs): 1

  Num_SLOC: 0                               Attachments (Y/N)? Y

  Fixing time (hrs): 1                      Ver. Build ID[*]: Drop 4PY.09

  Affect CSCI: n/a                          Verification Machine: e0spg01

  Merge Build Id:                           Verification Site[*]: EDC DAAC

  Documentation affected (Y/N)? N
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************ Problem ************

 Long Description : 

  Legato backup on e0spg01/05 /vol1 not finishing.  

    Arlene has a call open & is working w/Legato.  /vol1 is a large partition 

    that the backup runs on for several hours, then just before it is done, it 

    dies.

  Mailer daemon  03/24/99 16:56:53

 << end of description >>

************ Analysis ************

Please describe your Analysis:

Found that the necessary patches were not installed.

************ Resolution ************

Please describe your resolution to this problem:  Found that the necessary

patches for Legato to handle large files were not installed.  

************ Verification ************

Author:  Ron Best at 11-ECS-2

Date:    4/27/99  7:54 AM

Priority: Normal

Receipt Requested

TO: Willard Selph at 11-ecs-0

Subject: Re: SED status reports

------------------------------- Message Contents

-------------------------------

     Williard,

        I've been talking with Arlene from EDC about their Legato Networker 

     problems and we have finally resolved the issues.

     1. The patches for all clients and the server were not installed.

     2. The e0spg05 server that keep failing during backup of the +100GB

        RAID disk was being compressed first, causing the Networker 

        connection to time out before completion. Arlene left me a message 

        yesterday that the backups for the entire weekend were successful.

     I'm going to be out all week for jury duty, please update (or close) 

     the NCR.

     Thanx, Ron

______________________________ Reply Separator

_________________________________

Subject: SED status reports

Author:  Willard Selph at 11-ecs-0

Date:    4/21/99 11:03 AM

     All,

        Could you find your names and update the NCRS.  Make changes in 

     BOLD.  If you have no changes please reply with no changes.  We are 

     getting closer to RRR so we need to get most the NCRs closed as we 

     can.  I would like to have the updates by 1pm tomorrow.  Thanks.

     Willard

Please describe your verification:

************ EDC verify issue (Added 990510 by cwhitake) ***********

Date: Mon, 10 May 1999 09:25:02 -0500

From: "Tamara Rockvam" <rockvam@edcmail.cr.usgs.gov>

To: cwhitake@eos.hitc.com

Subject: Re: NCRs Recommended for Closure at 5/11 CCB

Content-Disposition: inline

X-MIME-Autoconverted: from quoted-printable to 8bit by eos.hitc.com id

KAA22812

Carolyn,

There is another one on the list that shouldn't be closed yet.

21611 - LST3b.2DR Legato backup

The backup on e0spg05 is still failing.  We did get it to work once but

haven't been able to reproduce that success since.  I believe Terry Thompson

has been in contact with Ron Best.

Tammy

************ Status 990511 (Added 990511 by rockvam) ***********

05/11/99 10:30:39                         terryt

We had problem getting /vol1 filesystem backup on both e0spg01 

and e0spg05. After we did the  xfs_check on SGIs, backup /vol1 

on e0spg01 was successful, but still failed on e0spg05. 

Two weeks ago (have to chcek the exact date if needed),  during 

the test on e0spg05, it backuped  /vol1 successfully 

mysterously on the second try (failed on the first try). But during 

the scheduled full backup on May 1, it failed again. Incremental 

backup is still successful each day. 

That's what I know about. 

-Arlene

05/11/99 10:33:43                         terryt

Also, the last full backups, May 1, died on e0spg01 and e0spg05. 

 Re-ran by hand and 01 worked.  Had  to enter by hand what to 

back up on vol1.  (/vol1/TS1  /vol1/TS2  /vol1/OPS  and the others)

  This is not the way it sould be.  This is the only way I can 

get e0spg05 to back up. 

************ Back to the R State (Added 990512 by cbrown) ***********

This NCR is being moved back to the R state because the backup still failed.

Waiting for a response from SE.

Charles Brown 5/12/99

************ Update (Added 990604 by terryt) ***********

E-mail from Arlene.

We had problem getting /vol1 filesystem backup on both e0spg01 and e0spg05. After we did the xfs_check on SGIs, backup /vol1 on e0spg01 was successful, but still failed on e0spg05. 

Two weeks ago (have to chcek the exact date if needed),  during the test on e0spg05, it backuped /vol1 successfully and mysterously the second try (failed on the first try). But during the scheduled full backup on May 1, it failed again. Incremental backup is still successful each day. 

In short...  To get a full backup to run on these 2 boxes /vol 1 we have to include each directory under the /vol1 that needs to be backed up.

************ Previous Merge Build IDs ************

Please enter any related Merge Build ID(s) information:

1)

2)

3)

4)

************ Verification - 2 (Added 990702 by cwhitake) ***********

Thjs NCR has been held open awaiting EDC feedback.  Following is the last

correspondence.  Based on no response, this NCR is being updated to reflecrtt

unreproducible --- assuming that EDC has now installed software in accordance

with the PSR instructions.

--- C. Whitaker 7/2/99

>Date: Mon, 14 Jun 1999 15:27:15 -0400

>To: rockvam, stensaas

>From: Carolyn Whitaker <cwhitake@eos.hitc.com>

>Subject: followup - 21611

>Cc: rbest, rbolling, wselph,cwhitake

>

>Tammy and Greg,

>

>The subject NCR is still identified as a Sev 2, but it is not currently being

worked.  There is some question regarding whether it should remain a severity

2 and also, whether there is still a 'real' problem.

>

>As I  understand it, EDC got an early copy before PSR.  The product has now

had a PSR and has been delivered to all sites.  EDC needs to verify that the

package was/is implemented and configured  in compliance with the PSR.

>

>If the configuration is not in compliance with the PSR, then this NCR needs

to be rejected.  If it is in compliance, then we need to fix the problem,

whatever it is.

>

>Please review the NCR and your configuration and provide feedback nlt 6/18.

>

>thanks

>Carolyn

Per folow-up telephone conversation with G. Stensaas (EDC), the problem 

no longer exists at EDC.

************ History ************

bugs     990317 000000 Submitted by Remedy via ddts@eos.hitc.com 

xddts    990326 174439 Fields modified by lpurvis

xddts    990326 174627 N -> A (Assign-Eval to rparham) by

xddts    990329 133727 A -> A (Assign-Eval to rbest) by

xddts    990427 093745 Enclosure "Analysis" added by wselph

xddts    990427 093745 A -> B (Cost-Analyzed) by wselph

xddts    990427 095343 B -> R (Assign-Implement) by wselph

xddts    990427 095557 Enclosure Resolution added by wselph

xddts    990427 095604 Enclosure Previous Merge Build IDs added by wselph

xddts    990427 095604 R -> M (To-Be-Merged) by wselph

xddts    990427 095627 enclosure "Previous Merge Build IDs" deleted by wselph

xddts    990427 095835 M -> T (In-Test) by wselph

xddts    990503 102205 Enclosure "Verification" added by wselph

xddts    990503 102205 T -> V (Verified) by wselph

xddts    990505 105838 Fields modified by sbarrier

xddts    990505 105923 Fields modified by sbarrier

xddts    990510 110058 Enclosure "EDC verify issue" added by cwhitake

batchbug 990511 115220 Enclosure "Status 990511" added by rockvam

xddts    990512 124547 V -> R (Assign-Implement) by cbrown

xddts    990512 124758 Enclosure "Back to the R State" added by cbrown

xddts    990512 125032 enclosure "Back to the R State" edited by cbrown

batchbug 990604 145833 Enclosure "Update" added by terryt

xddts    990702 150108 Enclosure Previous Merge Build IDs added by cwhitake

xddts    990702 150109 R -> M (To-Be-Merged) by cwhitake

xddts    990702 150258 M -> T (In-Test) by cwhitake

xddts    990702 150340 T -> V (Verified) by cwhitake

xddts    990702 150657 Enclosure "Verification - 2" added by cwhitake

xddts    990707 121632 enclosure "Verification - 2" edited by sbarrier

*******************************************************************************

NCR ID: ECSed23165         Status: VERIFIED                 Submitted: 990616

NCR Class: OPERATIONS      Project: OPS_Sys_Engr            Enclosures: 5

NCR TITLE...

  GSFC/SMC MODIS PGE02 fails on g0spg0 but succeeds on g0spg07

PROBLEM INFORMATION...                    ANALYSIS INFORMATION...

  Build Name[*]: Drop 4PY.09                Evaluate Engineer: cwhitake

  Test Site[*]: GSFC DAAC                   Assigned To:  mtheobal

  Detection Method[*]: Customer Use         Analysis Due Date (yymmdd):

  Detected-In-Phase[*]: DAAC Activity

  Test Case ID:                           COST ANALYSIS INFORMATION...

  Machine Name:                             Cost[*]: LOW

  Severity (1=Showstopper)[*]: 2            Estimated Fix Time(hrs): 2

  Mode [*]: TS1                             Estimated Fix Date(yymmdd): 990618

  Trouble Ticket: SMC000000000892           Workaround Available? N

  DAAC Trouble Ticket: GSF000000001324

                                          TO BE FIXED INFORMATION...

SUBMITTER INFORMATION...                    Problem type[*]: configuration

  Submitter:  mtheobal                      Recommended change[*]: configuration

                                            Implement Due Date (yymmdd):
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NCR Class: OPERATIONS      Project: OPS_Sys_Engr

MERGE INFORMATION..                       VERIFICATION INFORMATION...

  Resolution[*]: configuration              Test Engineer: mtheobal

  Resolved by: vkerry                       Verification Due:

  Iteration: Drop 4PY.09                    Verification results(P/F)?: P

  Indicate_SLOC[*]: Not Applicable          Elapsed verification time (hrs): 1

  Num_SLOC: 0                               Attachments (Y/N)? N

  Fixing time (hrs): 2                      Ver. Build ID[*]: Drop 4PY.09

  Affect CSCI: COTS/OS                      Verification Machine: g0spg07

  Merge Build Id:                           Verification Site[*]: GSFC DAAC

  Documentation affected (Y/N)? N
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************ Problem ************

 Long Description : 

  Fwd SMC: MODIS PGE02 fails on g0spg0 but succeeds

    on g0spg07, apparently due to different h/w config.

  Mailer daemon  06/15/99 15:35:39

    06/15/99 15:35:07                         rmumaw

       06/15/99 14:58:24     mtheobal

         SSI&T testing of MODIS PGE02 in prep of promoting it to OPS mode 

         encountered multiple repeatable execution failures when the PGE was run

         on g0spg07.

         A test was constructed where, for one of the failed g0spg07 runs, the 

         identical run environment was duplicated on g0spg01, and this run was 

         successful.

         [Duplicating the environment meant that the same PCF was used, the 

         environment variables were identically configured, and the same PDPS 

         run-time directory was used 

       (/usr/ecs/TS1/CUSTOM/pdps/g0spg07/data/DpPrRm/g0spg07_disk/MoPGE02#20105)

 .

         The only difference between the two runs was in which host was executin

 g

         the PGE.]

         This strongly suggests that there is a configuration difference between

         the two hosts.

         A cursory examination shows that the CPUs on g0spg07 are at Rev level 

       2.5 

         (two are at 2.6, but the PGE fails when run on either of those as well)

 ;

         they are at Rev 3.1 on g0spg01.  Furthermore, looking at /etc/patch.lis

         on both hosts, there are three patches on g0spg01 that are not installe

 d

         on g0spg07 (which may be related to the difference in CPU Rev levels). 

       I 

         note that the CPU Rev level differences are only a suspected cause in 

       the 

         failure, as we have no way of verifying that without actually installin

 g

         higher rev-level new boards in g0spg07.

 ematthew  06/15/99 17:27:46

  Sent TT to Naga Hariharan and he needed to speak with submitter for more detai

 l.  I gave him the phone number from the TT and it was not a number for Mike Th

 eobold.  I called several numbers at GDAAC and finally got AK Sharma and he bel

 ieved Mike had left for the day.  Naga sent Theobold an e-mail to contact him(N

 aga) and give more specifics about the TT.

 << end of description >>

************ Resolution (Added 990629 by mtheobal) ***********

Inspection by Vanessa Kerry and Tom Suhrstedt revealed that the UNIX shell

stacksize limits for process memory allocation was the culprit.  The default

and max stacksize limit kernel configuration params had recently been updated

on g0spg01, but that update had not yet propogated to g0spg07.

The host-wide default stacksize limit was too low for the memory needed by the

PGE; upping it in the shell to the max allowed by the kernel, allowed the PGE

to execute.

Vanessa and Tom made appropriate changes to the kernel configuration files so

that the defaults and max values matched what they were on g0spg01.  These

changes took effect following a reboot of g0spg07 the next day.

************ Analysis ************

Please describe your Analysis:

See Resolution enclosure.

************ Previous Merge Build IDs ************

Please enter any related Merge Build ID(s) information:

1)

2)

3)

4)

************ Verification ************

Please describe your verification:

Per Mike Theobald:  MODIS PGE02 did not fail on machine after kernel change

was made.

See Resolution enclosure.

--- C. Whitaker

************ History ************

bugs     990604 000000 Submitted by Remedy via ddts@eos.hitc.com 

xddts    990616 144941 Fields modified by rhendry

xddts    990616 163227 Fields modified by pjohnson

xddts    990629 094128 N -> A (Assign-Eval to mtheobal) by cwhitake

xddts    990629 144755 Fields modified by mtheobal

xddts    990629 145700 Enclosure "Resolution" added by mtheobal

xddts    990630 154229 Enclosure "Analysis" added by cwhitake

xddts    990630 154229 A -> B (Cost-Analyzed) by cwhitake

xddts    990630 154305 B -> R (Assign-Implement) by cwhitake

xddts    990630 154427 Enclosure Previous Merge Build IDs added by cwhitake

xddts    990630 154427 R -> M (To-Be-Merged) by cwhitake

xddts    990630 154449 M -> T (In-Test) by cwhitake

xddts    990630 154716 Enclosure "Verification" added by cwhitake

xddts    990630 154716 T -> V (Verified) by cwhitake

xddts    990702 102846 Fields modified by sbarrier

xddts    990702 102856 Fields modified by sbarrier

*******************************************************************************

NCR ID: ECSed20752         Status: VERIFIED                 Submitted: 990211

NCR Class: OPERATIONS      Project: OPS_DPS                 Enclosures: 5

NCR TITLE...

  EcDpAtCheckPCF Cannot Find File pctcheck

PROBLEM INFORMATION...                    ANALYSIS INFORMATION...

  Build Name[*]: Drop 4PX.19                Evaluate Engineer: mmauthe

  Test Site[*]: LaRC DAAC                   Assigned To:  mmauthe

  Detection Method[*]: Analysis             Analysis Due Date (yymmdd):

  Detected-In-Phase[*]: Checkout

  Test Case ID:                           COST ANALYSIS INFORMATION...

  Machine Name: l0ais01                     Cost[*]: LOW

  Severity (1=Showstopper)[*]: 2            Estimated Fix Time(hrs): 4

  Mode [*]: TS2                             Estimated Fix Date(yymmdd): 990218

  Trouble Ticket:                           Workaround Available? N

  DAAC Trouble Ticket:

                                          TO BE FIXED INFORMATION...

SUBMITTER INFORMATION...                    Problem type[*]: source code

  Submitter:  advance                       Recommended change[*]: source code

                                            Implement Due Date (yymmdd):
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NCR Class: OPERATIONS      Project: OPS_DPS                 Forwarded 990426

MERGE INFORMATION..                       VERIFICATION INFORMATION...

  Resolution[*]: source code                Test Engineer: dfountai

  Resolved by: mmauthe                      Verification Due:

  Iteration: Drop 4PY.03                    Verification results(P/F)?: P

  Indicate_SLOC[*]: Deleted                 Elapsed verification time (hrs): 2

  Num_SLOC: 2                               Attachments (Y/N)? N

  Fixing time (hrs): 3                      Ver. Build ID[*]: Drop 5A.Beta

  Affect CSCI: AITTL                        Verification Machine: t1ais01

  Merge Build Id:                           Verification Site[*]: VATC

  Documentation affected (Y/N)? N

FORWARDING INFORMATION...

  Old class:  REL_B0_INFORMAL

  Old project:  RelB0_DPS

  Forwarded by: Ken Cockerill
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************ Problem (Added at 990211 by e.r.burton ) ***********

The following error message is received when the PCF checker is run from

 the EcDpAtMgr GUI-

/usr/ecs/TS2/CUSTOM/bin/DPS/EcDpAtCheckPCF- Process Framework- 

ConfigFile  /usr/ecs/TS2/CUSTOM/cfg/EcDpAtCheckPCF.CFG  ecs_mode TS2

   sh- /usr/ecs/TS2/CUSTOM/TOOLKIT/toolkit/bin/sun5/pctcheck- not found

When the Toolkit bin directory was checked, the directory "sun5" did not

 exist; the only directory available was "sun5_daac_f77".

It is not clear if this is a problem with the program EcDpAtCheckPCF

 "the path component "bin/sun5/" is hard-coded", or a problem with the

 Toolkit installation.

The CFG file for EcDpAtCheckPCF has the correct value for PGSHOME.

************ Impact (Added at 990211 by e.r.burton ) ***********

Impact-  Cannot run the PCF checker on the delivered/installed system.

************ Analysis ************

Please describe your Analysis:


The path "bin/sun5" is hard coded in DpAtMgrCheckPcfInputFORM.C


Need to either change the hard coded value or add a CFG parameter


that specifies the toolkit binary location.  


Note that the code should support both the new and


old Toolkit installs.




-- M. Mauthe


This problem could be fixed by delivering the few Toolkit files


that SSIT uses as part of the SSIT install.  This problem/solution


is documented in NCR 20946.




-- M. Mauthe

************ Previous Merge Build IDs ************

Please enter any related Merge Build ID(s) information:

1)

2)

3)

4)

************ Resolution ************

Please describe your resolution to this problem:


Changed this in conjection with NCR 20946.  That NCR had SSIT


copy the Toolkit files that it needs to the SSIT machine.  Then


I changed the expected location of those files to the data/DPS


directory.  Now the PCF Checker looks for the pctcheck executable in


data/DPS.




-- M. Mauthe

************ Verification ************

Please describe your verification:

SITE: VATC

MODE: TS1

Ran the PCF Checker and did not see the "pctcheck -not found" error message. 

I then changed the name of the pctcheck file and tried the PCF Checker again. 

This time the error message was display in the logs.  I then restored the

pctcheck file and tried the PCF Checker.  There was no error message displayed

in the logs.

- D. Fountain   7/2/99

************ History ************

wwweb    990211 091543 Submitted by e.r.burton from magician.larc.nasa.gov

xddts    990216 165212 N -> A (Assigned-to mmauthe) by mmauthe

xddts    990216 165418 Enclosure "Analysis" added by mmauthe

xddts    990216 165418 A -> R (Recommend-change = source code) by mmauthe

xddts    990223 143516 enclosure "Analysis" edited by mmauthe

xddts    990401 175538 Enclosure Previous Merge Build IDs added by mmauthe

xddts    990401 175642 Enclosure Resolution added by mmauthe

xddts    990401 175642 R -> T by mmauthe

xddts    990401 175645 Fields modified by mmauthe

batchbug 990426 193601 Forwarded from RelB0_DPS to OPS_DPS by kcockeri

xddts    990702 144727 Enclosure "Verification" added by dfountai

xddts    990702 144727 T -> V (Verified) by dfountai

xddts    990707 115411 Fields modified by sbarrier

xddts    990707 115422 Fields modified by sbarrier

*******************************************************************************

NCR ID: ECSed19446         Status: VERIFIED                 Submitted: 981202

NCR Class: OPERATIONS      Project: OPS_Sys_Engr            Enclosures: 6

NCR TITLE...

  No Capability To Monitor Or Status Message Passing Server

PROBLEM INFORMATION...                    ANALYSIS INFORMATION...

  Build Name[*]: Drop 4PX.12                Evaluate Engineer: cwhitake

  Test Site[*]: LaRC DAAC                   Assigned To:  rmeyer

  Detection Method[*]: Inspection           Analysis Due Date (yymmdd):

  Detected-In-Phase[*]: Checkout

  Test Case ID:                           COST ANALYSIS INFORMATION...

  Machine Name: N/A                         Cost[*]:

  Severity (1=Showstopper)[*]: 2            Estimated Fix Time(hrs): 1

  Mode [*]: OPS                             Estimated Fix Date(yymmdd): 981221

  Trouble Ticket:                           Workaround Available? N

  DAAC Trouble Ticket:

                                          TO BE FIXED INFORMATION...

SUBMITTER INFORMATION...                    Problem type[*]: not a bug

  Submitter:  bengle                        Recommended change[*]: not a bug

                                            Implement Due Date (yymmdd):
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NCR Class: OPERATIONS      Project: OPS_Sys_Engr            Forwarded 990426

MERGE INFORMATION..                       VERIFICATION INFORMATION...

  Resolution[*]: not a bug                  Test Engineer: cwhitake

  Resolved by: rmeyer                       Verification Due:

  Iteration: Drop 4PX.12                    Verification results(P/F)?: Y

  Indicate_SLOC[*]: Not Applicable          Elapsed verification time (hrs): 1

  Num_SLOC: 0                               Attachments (Y/N)?

  Fixing time (hrs): 1                      Ver. Build ID[*]: 4PX.21

  Affect CSCI: N/A                          Verification Machine: N/A

  Merge Build Id:                           Verification Site[*]: VATC

  Documentation affected (Y/N)? N

FORWARDING INFORMATION...

  Old class:  REL_B0_INFORMAL

  Old project:  RelB0_Sys_Engr

  Forwarded by: Ken Cockerill
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************ Problem (Added at 981202 by b.k.engle ) ***********

This TT is being written for promotion to an ECS NCR "mode OPS, drop 4PX.12, 

2-critical, l0pls01, RelB0_SysEng".

During investigation of a failure to send notifications from CSS to PLS, it was 

determined that the MpServer entry, SubscriptionQueue_OPS, was not functioning.

This highlighted the fact that the MpServer cannot be monitored for status, or 

tested for activity "such as with cdsping".

Since this apperas to be a critical service in ensuring correct communications 

between CSS and PLS, there should be a way to monitor and status it.

"LaRC TT # 1118"

************ Impact (Added at 981202 by b.k.engle ) ***********

Impact-  Cannot determine if a critical system service is functioning.

************ Analysis ************

Please describe your Analysis:

Per 12/17 feedback from Richard:

This is not a valid NCR.  ECS manages server proceses, not server objects.  

Moreover, it is likely that the problem causing this NCR to be written 

actually was that the PDPS subscription manager process was down.  This is a 

monitored process and its state should have been (and probably was) 

observable via HP/OV.  

Most likely, the operators in this case were unaware of this aspect of the 

system design.  The design is documented in DID 305, Section 4.6.1.3 

(e.g., see Table 4.6.1.5-1, which includes the ScSbSubServer - PlSubMgr 

interface).

The AO will explore the possibility of improving our design documentation by 

including a cross reference of objects published into the CDS vs. processes 

in a future DID 305 update.

************ Previous Merge Build IDs ************

Please enter any related Merge Build ID(s) information:

1)

2)

3)

4)

************ Resolution ************

Please describe your resolution to this problem:

See Analysis enclosure.

************ Verification ************

Please describe your verification:

See Analysis.  

7/1 Update:  Based on the information provided below and the successful

completion of the LaRC ETE, it is recommended that this NCR be considered for

closure as OBE.  

A series of messages  have been initiated.  Captured in this verification are

the following:

1.  The initial response provided to LaRC after they did not concur with the

response.

2.  Summary of email exchanges, as captured by Richard Meyer.  Also included 

here is an indication of problem during the ETE and the resolution of the

probloem.  Although not specifically noted, a related and now closed NCR is

22579.

Date: Thu, 28 Jan 1999 08:39:42 -0500

From: "James H. Galasso jr." <j.h.galasso@larc.nasa.gov>

Organization: LaRC DAAC, Mission Support Group

To: Carolyn Whitaker <cwhitake@eos.hitc.com>

CC: Gerry LeMay <g.w.lemay@larc.nasa.gov>,

        Lise Maring <l.d.maring@larc.nasa.gov>,

        Chris Wyatt <d.c.wyatt@larc.nasa.gov>,

        Jonathan Gal-Edd <jgaledd@pop500.gsfc.nasa.gov>,

        Brenda Andrews <b.a.andrews@larc.nasa.gov>

Subject: Re: [Fwd: Concurrence requested for 19446 per NCR Board  Telecon]

Carolyn,

Thanks for the very timely response.  Richard's notes and thoughts on IDG

investigating some of the issues that caused the problems to occur at LaRC.

LaRC DAAC requests this NCR be re-openned until such time that IDG has

provided

answers to Richard's questions.

Thanks again.

Jim

Carolyn Whitaker wrote:

> Jim,

>

> Thanks for forwarding the information.  I have spoken to Richard and he has

> provided some feedback regarding this NCR.  In his response there are some

> IDG related comments, so I will be sharing this message with developers

> from IDG, as well.  With this offline dialog, we may be able to minimize

> the NCR Board discussion.

>

> SEE RICHARD'S EMBEDDED NOTES.

>

> >Per the NCR Board telecon, we were asked to concur with NCR 19446, our

> >current #1 on our Top Ten list.  Langley DOES NOT concur.  The following

> >was provided by Gerry Lemay:

> >

> >"The Subscription manager was not down when this problem was first

> >encountered.  It was the fact that it went down that allowed us to locate

> >the problem.

> >

> >"The true problem is that the DCE entry for the PLS message passing server

> >is not owned or created by any one server.  It is created by hand in the

> >system. Therefore it is impossible to monitor this entry to determine if it

> >has a problem.

>

> THIS STILL DOES NOT PROVIDE A COMPLETE DESCRIPTION OF THE PROBLEM SITUATION.

> ARE JIM/BRIAN SAYING THAT THE CDS ENTRY FOR THE PLS MESSAGE PASSING SERVER

> WAS INDEED INCORRECT?

> (I ASSUME "YES")

> AND WAS THAT DUE TO INCORRECT MANUAL ENTRY? (I ASSUME YES)

> NOT SURE WHETHER JIM/BRIAN AGREE, BUT THIS SHOULD REALLY ONLY HAPPEN WHEN

> THAT CDS ENTRY IS ENTERED ANEW OR ALTERED BY A NEW INSTALL. SUCH AN INSTALL

> OR ALTERATION SHOULD INCLUDE VERIFYING THE ENTRY BY CHECKING THAT THE SBSRV

> NOTICES DO INDEED ARRIVE AT THE PLS SUBSCRIPTION MANAGER AND BY CHECKING

> THE SBSRV LOG FOR ERRORS.  (HOPEFULLY THERE IS SUCH A TEST IN OUR TEST

> INVENTORY?).  ONCE THIS HAS BEEN VERIFIED, THINGS WILL WORK.

>

> (I DO AGREE THAT THIS IS A "WEAK" ANSWER - SO READ ON WHAT WE SAY BELOW

> REGARDING EVENT MONITORING)

>

> >"HPOV to my knowledge is not capable of monitoring DCE connections.  This

> >particular connection is used by two servers to pass messages.  When it

> >does not function correctly, no error message is seen on either side.  The

> >sender does not report a problem and the receiver of course does not know

> >there is a problem since he has no way of knowing that a message was passed

> >to him that

> >he didn't get.  Our concern is that this mechanism exists as a purely

> >passive one that has no active way for the system users to know that it is

> >broken other than that chained pges do not fire.

>

> THE ISSUE IS THAT THIS IS NOT A "CONNECTION".  THE SUBSCRIPTION SERVER

> SENDS THE NOTIFICATION VIA PERSISTENT MESSAGE QUEUING (IDG DEVELOPED

> SOFTWARE).  THAT SOFTWARE QUEUES THE NOTIFICAITON, AND IN A SEPARATE

> THREAD, DOES AN RPC TO THE SPECIFIED RECIPIENT VIA THE DCE CDS ENTRY.  IF

> THE RPC FAILS (AS IT DID IN THIS PARTICULAR CASE), MESSAGE QUEUING WILL

> RETRY (FOR 24 HOURS).  THE FAILURE TO DELIVER IS LOGGED (OR SO I HOPE - LET

> IDG VERIFY THIS) AS AN EVENT.  SO CHECKING THE APPLICATION LOG FOR THIS

> PARTICULAR MESSAGE (IDG SHOULD PROVIDE THE DETAILS) WOULD LET AN OPERATOR

> DIAGNOSE THE CAUSE (ASSUMING THAT IDG LOGS SUFFICIENT INFORMATION WITH IT -

> LET IDG VERIFY).

>

> PRIOR TO MSS-LITE, MSS COULD HAVE BEEN CONFIGURED TO SEND AN OPERATOR ALERT

> WHEN THIS EVENT HAPPENS.  WHICH IS WHAT JIM/BRIAN APPEAR TO BE ASKING FOR:

> "EVENT MONITORING".  THIS CAPABILITY WAS PART OF THE ORIGINAL ECS/MSS

> DESIGN, BUT WAS REMOVED FROM THE MSS CONTRACT.  AN NCR, I FEAR, CANNOT ASK

> FOR IT BACK.  THIS PROBABLY WOULD HAVE TO BE A CCR.

>

> >

> >"Therefore this NCR needs to be examined more closely to determine how

> >system operators can assure that message passing is functioning.  It should

> >also be noted that this particular connection is unique to this specific

> >pair of servers."

> >

> >Brian K. Engle

> >LaRC TT Admin

>

Current State:

Subject: ECSed19446

Author:  Richard Meyer at 11-ECS-2

Date:    6/23/99 3:19 PM

Carolyn:

This landed in my in box, apparently because it was re-opened.

After the NCR had been closed and the DAAC had complained, there was indeed a

lot of follow-up traffic.

It ended like this:

a/  We still maintained that the DAAC had not provided sufficient information,

even after all the back and forth, to describe the circumstances.  Instead of

reporting a problem, the DAAC requested what they perceived to be the

solution.  That solution was not possible; and it did not address the problem:

even if the SubMgr is down, subscription notices are not supposed to be lost.

b/ IDG acknowledged that there must have been a problem in logging errors

appropriately, and the NCR should have been redirected to them to fix that. 

Not sure why this did not happen - can't find the message trail. 

******* INFO OF INTEREST ******

In any case, the problem reappeared during the ETE even while the SubMgr was

up.  This triggered an intensive scrutiny of the SubMgr and Asynch Message

passing code, resulting in the identification of a number of problems.  The

problems were fixed and I have not seen it reported since.  In any case, here

is how things are supposed to work, as per ECS design:

+ Subscription server will queue notices that cannot be delivered 

while PDPS subscription manager is down; and will resume sending the notices

once it is up (within a 15 minute retry interval)

+ Subscription manager will buffer all incoming subscription notices

until it picked them up, processed them, and udpated its database. The buffer

will persist beyond subsription maager failures.

+ Subscription mangaer will reuse the same CDS entry - this fixes

the problem that the subscription server might be using an outdated CDS entry

and write into the bit bucket in the sky.

+ The queuing, transmittal, receipt, and pick-up of messages will

belogged.

+ Both sides fixed problems in their error detection and error 

logging

+ A script to supply lost notices is available (hopefully, the need

to use it will be rare now).

************ Closure ************

Describe the Reason for closing this NCR?

The NCR Board approved this NCR to be Rejected on 12/17/98 if no response

was received from the DAACs after two weeks. This being the case, this NCR

is being closed.

Sheila Barriere

1/11/99

6/22/99 update:

Note that this NCR was reopened because LaRC had sent a message regarding this

NCR's closure.  It was overlooked, so the NCR was moved back to the V state. 

subsequent exchanges or information were made and this will be added to

existing enclosures or a new enclosure will be generated for review again by

LaRC.

************ History ************

wwweb    981202 124647 Submitted by b.k.engle from magician.larc.nasa.gov

xddts    981204 122636 Forwarded from RelB0_CLS to RelB0_Sys_Engr by sbarrier

xddts    981217 155259 N -> A (Assigned-to rmeyer) by cwhitake

xddts    981217 155958 Enclosure "Analysis" added by cwhitake

xddts    981217 155958 A -> R (Recommend-change = not a bug) by cwhitake

xddts    981217 160048 Enclosure Previous Merge Build IDs added by rmeyer

xddts    981217 160104 Enclosure Resolution added by rmeyer

xddts    981217 160104 R -> T by cwhitake

xddts    981217 160214 Enclosure "Verification" added by cwhitake

xddts    981217 160214 T -> V by cwhitake

xddts    990111 113307 Enclosure "Closure" added by sbarrier

xddts    990111 113307 V -> C by sbarrier

xddts    990211 104020 C -> V by tonyw

xddts    990216 110540 Fields modified by sbarrier

batchbug 990426 184649 Forwarded from RelB0_Sys_Engr to OPS_Sys_Engr by kcockeri

xddts    990622 172652 enclosure "Closure" edited by cwhitake

xddts    990701 194954 enclosure "Verification" edited by cwhitake

NCRs for Review by DAACs
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