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allow for significant performance improvements.
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Reuse WKS RAID as described in attachment *2.
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ADDITIONAL SHEET

CCR #: ?q.o /qf] Rev: —  Originator: AllaLake

Telephone: 0626 Office: 2083

Title of Change: Reuse Working Storage Platform RAID at GSFC

“1 Documentation affected
1) Hardware Baseline Diagram for GSFC 920TDG001Rev07

2) Disk Configuration Drawings: Working Storage 922TDG018Rev2, ACG 922TDG001Rev3, DRG 922TDG 007Rev03 DRG
922TDGO07Rev03, ICG 922TDG0O08Rev03.

3) DAAC SCS! Cable Management Plan 920TDG012Rev02

*2 Disk reuse rational - reuse of 30 disks out of 40 available. as well as the RAID assembly.

1) The total of 9 disks reuse. Use 2 disks as RAID1 mirrored pair on SP controller A1 for the placement of filesysdb for g0drg01
and 2 disks as RAID1 mirrored pair on SP controliler A2 for the placement of filesysdb for g0drg02. Use 2 disks as RAID1
mirrored pair on SP controller B1 for the placement of amassjournal for g0drg01 2 disks as RAID1 mirrored pair on SP controller
B2 for the placement of amassjournal for g0drg02. The use of these supplemental disks and controllers produces a 3-fold
performance gain for file creates on each of the platforms (from 4 file creates per second to 12 file creates per second). Add one
disk as a hot spare.

2) Use 3 disks as shared data1 custom code partition for g0icg01 and gQicg02 (2 disks mirrored and a hot spare). This would
assure custom code agreement for both primary and secondary hosts during failover execution.

3) The total of 4 disks reuse. Move 2 disks as RAID1 mirrored pair to g0acgO1for the placement of filesysdb and 2 disks as
RAID1 mirrored pair to g0acg01 for the placement of amassjournal. This space is not properly allocated in the current design for
browse data and creating it on existing disk would cause performance degradation.

4) Move 5 disks to g0acg01 for use as AMASS cache for browse data.

5) Move 3 disks to g0acg01 for use as data1 custom code partition (2 disks mirrored and a hot spare). This would assure
custom code agreement for both primary and secondary hosts during failover execution.

6) Use 3 disks to serve as a duplicate of the datat partition on g0drg01 (2 disks mirrored and a hot spare). Use 3 disks to serve

as a duplicate of the data1 partition on g0drg02 (2 disks mirrored and a hot spare). This would assure custom code agreement
for both primary and secondary hosts during failover execution.
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