1. We don't fully understand the implementation of the data model.  Is there a document that describe the contents of the DsMd and DsDe tables (not the db design doc)?

We don’t have a document that discusses the mapping between the data model and the table schema in detail.  Generally speaking, the mapping is very direct.  In many cases what appear as “entities” in the data model also appear as tables in the schema.  The table names are always prefixed with the “DsMd…” literal.  

First note that the DsDe tables are used internally within SDSRV and thus are not part of the metadata defined within the DID 311 data model.  These tables are considered part of the “infrastructure” of SDSRV.

Dealing with the metadata data model, one possible point of confusion is that in the data model, each box represents an entity.  In the SDSRV table schema, each data model box is not considered an entity.  Instead, entities are considered to be “real world objects” that have an unique identifier and whose existence is not completely dependent on another entity/box.

For example a Platform is considered an entity in the data model and in the table schema.  However, PlatformCharacteristic is considered an entity in the data model but it is considered dependent data in the table schema.   The schema contains tables named DsMdPlatform and DsMdPlatformCharacteristic however if you examine the key attributes the entity issues show up.  In the table schema each “real world entity” contains a column called dbID.  This dbID represents the primary key and is the unique identifier for the entity.  Dependent data usually has a composite key.  The first component of the key refers to the dbID of it’s entity.  The first component is usually named to make it clear what the entity is.  In our previous example the table DsMdPlatform represents an entity and thus contains a dbID column as a primary key.  The DsMdPlatformCharacteristic table represents dependent data and thus contains a platformId column which refers to the dbID in the DsMdPlatform table.

There are a few cases where multiple “entities” within the data model map to one table within the schema.  This is an optimization based upon the fact that the relationships between the entities/boxes  are one to one.  For example, the CollectionDescriptionClass, ECSCollection, and SingleTypeCollection are considered separate entities in the data model however they are all mapped to the DsMdCollections table.  These relationships have been considered inheritance relationships.  Another example of multiple entities being mapped to a single table is the Spatial entities.  There are others as well.
2. When are production history granules created?

During processing of a Data Processing Request (DPR), several files are created which contain information about resources utilized and messages generated.  They are created before, during and after PGE execution.  These files include the Process Control File(PCF), PGE input file, PGE log file, production log file and toolkit status files.  

3. Are all production history granules inserted (concatonated) to a single production history file?

The Data Processing Subsystem (DPS) creates a tar file containing all of the files mentioned in Question 2.  The resulting tar file is known as the production history tar file.  This is the file that is archived with each output granule a PGE produces.  The production history tar file will be associated with each output granule associated with a particular PGE.

4. Currently, we have 1010 records in the DsMdProcessingHistory table, but only 327 granules with a processingHistoryId in the DsMdGranules table (a granule can have at most, one processingHistoryId).  How is it that we have more processing histories than we have granules with a processing history?  We do not have a GranuleHistoryXref table to record the fact that a granule may have more than one processing history, if that makes sense.

There could have been a problem removing an ESDT after granules were inserted leaving the PH granules as orphans.  The “Clean Granules” script attempts to avoid this problem. It would be useful if you could provide some history of what maintenance was performed on the mode in question.

5. When is collection metadata inserted into the ScienceDataServer database from an ESDT?

Collection metadata is inserted into the ScienceDataServer database during an ESDT install through the SDSRV Gui.

6. What software objects cause collection metadata to be inserted into the ScienceDataServer database from ESDT's, and into which tables are records inserted?

There is an interface between the SDSRV Gui and SDSRV which is used to install ESDTs.  Collection metadata is inserted into the ScienceDataServer database during ESDT install.  Collection metadata is stored in the following tables:  DsMdCollections, DsMdCollectionAssociation, DsMdCollReview, DsMdAdditionalAttributes, DsMdSpatialKeyword, DsMdTemporalKeyword, DsMdLocality, DsMdAnalysisSource, DsMdCampaign, DsMdCSDTDescription,

DsMdCollStorageMedium, DsMdCollBrowseXref, and DsMdCollAPXref.

7. What software causes the population of records in the DsMdGranuleVersions table?  If previousGranuleId and previousVersion were attributes of DsMdGranules, would the table DsMdGranuleVersions be needed?

This table is not currently used in SDSRV.  It was added as a precaution, just in case it is needed in the future.  We believe it is better to separate the lineage information, as many granules may not have a previous version and space in the DsMdGranules table is limited.

8. Where are the ESDT descriptor files stored?

When ESDTs are installed, the descriptor and DLL files are stored in target directories that are defined in the SDSRV configuration file.  The descriptors are stored in /usr/ecs/<MODE>/CUSTOM/cfg/DsESDTDesc.  The DLL files are stored in /usr/ecs/<MODE>/CUSTOM/lib/DSS.

9. How does one answer the question, "What kind of spatial data is available

for each ESDT" with a db query?  Is it possible?

With Drop 5A, SDSRV supports a new descriptor attribute called spatialSearchType.  This attribute should be supplied with each Descriptor file loaded into the system.  This attribute will contain one of the following values: Rectangle, GPolygon, Circle, Point, Orbit, NotSupported.

When the client constructs a spatial query, they should use the logical attribute SpatialCoverage when naming a spatial search constraint.  SDSRV will intercept this logical attribute and replace it with the appropriate spatial type for the ESDTs in the query.  For example, given the following query:

“Find all granules whose ShortName is AST_04 OR MI1B1 and whose SpatialCoverage intersects the following circle(point, radius)”
SDSRV might identify the spatialSearchType GPolygon for AST_04 and Rectangle for MI1B1.  It would then execute two queries and perform a union of the results.  One query for the rectangle with ShortName MI1B1 and one query for the GPolygon with ShortName AST_04.

If your question is concerning issuing simple SQL statements through the isql utility to determine which ESDT’s actually have a given type of spatial data then you can use the following as a template:

   SELECT distinct ShortName, VersionID

   FROM     DsMdGranules, DsMdGrBoundingRectangle

   WHERE  DsMdGranules.dbID = DsMdGrBoundingRectangle.granuleId

Repeating for each spatial table: DsMdGrGPolygon, DsMdGrCircle, and DsMdGrPoint.

10. Are target MCF files created from information contained in ESDT descriptor file (and if so, what software objects cause this to occur)?

The template MCF file is created from the inventory portion of the descriptor.  SDSRV will receive a GetMCF command from INGEST or PDPS.  The template MCF is streamed to the client.

11. At what point is the information specified in the ESDT target MCF files stored in the ScienceDataServer database tables, into which tables are records inserted, and what software object cause the records to be stored?

PDPS and INGEST will populate the template MCF file with data values creating a ".met" file.  As part of a Insert Request, the ".met" file location is given.  The ".met" file is validated and the information is stored in various SDSRV database tables. 

12. Where are the ESDT target MCF files stored?

The template MCF file that is sent to Ingest and PDPS for population is not stored anywhere.

13. When are target MCF files (or the file path and filename, if that is what happens) "sent" from Science Data Server to Ingest?

The template MCF is sent to Ingest when the SDSRV receives the GetMCF call.  The data is streamed to Ingest.

14. Do the contents of a target MCF get compared to the contents of a Source MCF?

SDSRV is not familiar with the Source MCF.    Ingest does have the concept of Source and Target parameters.  Source parameters come from the Data Provider.  Target parameters are stored in the Ingest database.  There is a mapping that takes place in Ingest to map the Data Provider attributes to ECS attributes.  Ingest receives data values/parameters from the Data Provider.  Ingest makes a call to SDSRV to validate these values.  Ingest then issues a GetMCF call to SDSRV to receive the template MCF.  Using the data provided,  values in their database, and Toolkit calls, Ingest populates the template MCF creating a ".met" file

15. What are issues/risks with saving data granules when ESDTs are reinstalled?  We tested the modification of the primaryCollectionId and ShortName in DsMdGranules table, completed the delete and add of an ESDT, and then reassigned the granules to the new pci and ShortName.  We could search and acquire, etc., but what are the metadata issues/risks?

While the process described above is technically feasible, it is ill-advised and definitively not a recommended way to performing day-to-day business, particularly in any mode where you care about the data integrity of the Metadata Inventory database.

The process described requires a high degree of technical skill, detailed knowledge of the SDSRV schema, constant attention to detail and with the proper set of database backups taken beforehand. This general technique has been utilized in setting up the End to End test data, for example.  

Experience has shown that this process is also subject to a high degree of error and significant lost time can result, sooner or later. The risks involved are not suitable for an operational mode.

Data integrity is enforced by the ECS software.  

Specific risks areas are:

1. Leaving the SDSRV metadata database in an inconsistent and unusable state due to referential integrity problems of the metadata.

2. Significant loss of schedule to resolve or restore/recreate the correct “before” image of the SDSRV database.

3. Filling up the SDSRV database’s Sybase SQL Server transaction logs.
4. Collision with other ongoing ECS/SDSRV processing resulting in database deadlocks, inconsistent search results, degraded performance, extra time needed to retry/resubmit failed requests.
16. What happens when and ESDT is changed or deleted (i.e., are the corresponding ESDT descriptor files changed or deleted, what records in which databases are changed or deleted, are the archived granule files found and deleted, are the production history files changed or deleted, if there are .met files stored somewhere, are they changed or deleted, etc.)?

Before you can delete an ESDT, all of the granules associated with the ESDT must be deleted.  This can be accomplished by executing the DsDbCleanGranules script.  This will delete all information out of the SDSRV database.  The archived granule files are still in the archive.  The Production History information in the SDSRV will be deleted if no other granules reference it.  A production history record can be referenced by more than one granule.  The ".met" files are not stored in SDSRV.  Currently, there is functionality being developed that will provide an ESDT Update capability.  In the late 5A timeframe, attributes, services and events can be added.  In Drop 5B, selected attributes can be changed. Changes can not affect previously ingested data.

17. What happens to the information in ".met" files that are created as PGE outputs, (i.e., if the data is written as records to tables in the Science Data Server database, what software objects cause this to happen, to which tables are records written, and what happens to the .met file afterwards)?

The information in the “.met” files that are created as PGE outputs is sent to SDSRV as part of a insert request along with the data files.  This “.met” file is validated and translated so that the information can be stored in the SDSRV database.  SDSRV does not store the “.met” file.  There are many granule level files that can be written to as a result of an insert request. The De component validates the metadata, then the Md component creates the insert transaction, and the Db component executes the transaction.  All the tables except the collection level tables can be  involved depending on the type of granule which gets inserted.

18. Is it ever the case that information will be stored about two or more versions of the same collection, as denoted by ShortName (no examples of this exist in the current database)?

SDSRV does have the capability to handle versioning of science ESDTs.  Currently, there are only one version of each ESDT, but there could be multiple versions of the same ESDT in the system.

19. We have a situation where there are 1437 granuleIds in the DsMdFileStorage table which do not reside in the DsMdGranules table.  Should the EcDsSrRmesdt script make sure that this situation does not occur?

There are several types of files that are stored in the DsMdFileStorage table:  science granules, browse, production history, AP, and SSAP. GranuleId in DsMdFileStorage table is the union of dbID(s) in DsMdGranules, DsMdBrowse, DsMdQaGranule, DsMdOrbitParametersGranule, DsMdProcessingHistory, and DsMdAncilaryInput.  EcDsSrRmesdt script will remove the given esdt including the data in DsMdFileStorage table for this esdt.  Browse, PH, AP, QA, Orbit Parameter, Ancillary and SSAP granules are not stored in the DsMdGranules table.  This is why you can not map all DsMdFileStorage records to the DsMdGranules table.  If you execute the following query, you will find that the files that show up do not all start with the "SC" prefix.  They start with PH, AP, AC, BR, etc.

Query:

Select internalFileName from DsMdFileStorage where granuleId not in (select dbID from DsMdGranules)

20. Since it is possible that a granule may be assigned to more than one collection, we have in the Science Data Server database a cross reference table entitled "DsMdCollectionGranuleXref" in addition to the DsMdCollections table and the DsMdGranules table.  It is odd, however, that we have an attribute of the DsMdGranules table entitled primaryCollectionid which is populated in 1429 records, when have no

records at all in the DsMdCollectionGranuleXref table.  Is this a correct state of the database?  One would expect to fine at least one record in the DsMdCollectionGranuleXref table for every granule in the DsMdGranules table.

The DsMdCollectionGranuleXref table is not currently in use.  It is present for the future support of the  Multi-type collections described within the data model.  Within the data model, all granules must belong to at least one collection.  The collection for which the granule was inserted is termed the “primary collection.”  Thus, the DsMdGranules table carries this one to many  relationship in the “primaryCollectionId” column.  It does not allow nulls.  At a future time when multi-type collections are defined, we hope that the DsMdCollectionGranuleXref table will satisfy the requirements without the need for a schema change.

21.If the purpose of having a primaryCollecitonid is to distinguish the primary collection from secondary collections to which a granule may belong, then what is needed is another column in the DsMdGranuleXref table entitled 'primary?' with data type bit to make it possible to distinguish a granule's primary collection from the secondary ones.  The

primaryCollectionid column should be deleted from the DsMdGranules table.  What purpose is served by distinguishing a granule's primary collection from secondary collections?

It is more efficient to connect the DsMdCollections table and the DsMdGranules table directly through  the primaryCollectionId column.  Remember this column does not allow nulls.  It would require more disk space and processing time if the schema captured this one to many  relationship in the associative table DsMdCollectionGranuleXref.  See the answer to question number 20 for details about this table.

22. What does the dbID represent in the DsMdCollections table (just a unique

number)?

As described in the answer to question number 1, the column dbID represents the unique identifier for what SDSRV terms “real world entities” as opposed to “dependent” metadata

23. What is a LocalGranuleID, and when does it appear in the DsMdGranules table?

LocalGranuleID is a granule level attribute that is used to name the data files and metadata file upon distribution.  This value is set in the “.met” file.  If the value appears in the “.met” file, then the value will appear in the DsMdGranules table.   If the value is not set in the “.met” file,  SDSRV will use the original data file names during distribution.  Refer to the attribute in the B.0 Earth Science Data Model for the ECS Project for more details.

24. What volume of inserts are we sizing our databases for?

Volume of inserts varies by DAAC, GSF expectations are roughly 8800 granules per day.  NSIDC expectations are roughly 2000 granules per day.

25. Will the Science DataServer application recover from restarts of the SQS

or SQL servers, or does it need to be bounced afterwards?

The intent is for SDSRV to recover from either SQS or SQL Server failures.  Much code has been added to support this within SDSRV.  Please let us know if you experience problems.   

NOTE: Bouncing the SQL Server requires that the SQS processes also be restarted.

26. What was the reasoning behind allocating all of the space up front to the

databases?  Other shops allocate space to databases as needed but we've allocated (in a 60%, 20%, 20% split) everything we've got.

60% is for OPS mode, 20% is for TS1 mode, and 20% is for TS2 mode. 

Space was allocated for first 6 - 12 months of operations, with additional allocations to be made as needed.

27. We don't understand the relationship between the Science DataServer and

the Data Dictionary databases?  Isn't there a substantial amount of duplication between the two?

