Minutes from Ingest Lunch and Learn

(5/13/99)

Dev Reps: Bryn Ardenay, Art Cohen, Minnie

1)  Is it possible to print the History Log from the History Log Tab on the 

Ingest GUI?  At this time when you try fileaprint and answer Print, the GUI 

promptly dies.

NCR 19701 (Sev. 3) has been written to address this problem.  Actually the

history log reports are saved in the directory

/usr/ecs/<mode/CUSTOM/temp/INS on Ingest GUI machine.  The reports can be

printed using a regular UNIX print command as a workaround.

MW:/reiterated the written response.

LaRC says they have not seen any history logs in that directory.  Minnie

says check the configuration file to make sure that this is the identified

directory.  LaRC says they know where the config file is locate.

2)  Is it possible to find the tape ID#s of previous D3 Ingests on the

History Log.

Currently the tape ID is not stored anywhere.  If it needs to be displayed

on the History Log, then design changes are needed for Media Ingest,

History Log, and database schema changes.

(Please submit CCR)

EDC:  can you find scenes and path number and row ranges?   No - don't have

the info available to display.

3)  When viewing the History Log for a certain time period, I've discovered

that sometimes you can double click on an individual Req ID and get

information on a granule level.  Sometimes not.  Why?

You can only double click on a req from a Detailed Report to get granule info.

EDC:  When they go to the history log, sometimes can get granule info, and

sometimes not.  Art says to submit a trouble ticket.

4)  Will Ingest Techs ever have to use the Operator Tools Tab on the Ingest

GUI?  What for?

There are three sub-tabs under the Operator Tools Tab.  The first sub-tab

"Modify External Data Provider/User Information" is used to provide a user

the capability to modify the Data Provider related info stored in Ingest

database table InExternalDataProviderInfo.  The second sub-tab "Modify

System Parameters" is used to modify Ingest system parameters stored in

Ingest database table InSystemParameters.  The last one is used for file

transfer - intended for transfer history to SMC, but not used now.

DID 609 (Tools Manual) might have more information about tabs.

 5)  Ingest GUI does not clear after SDSRV is bounced. We need to cold

start the servers on icg01 to clean the GUI up. Why is this? -

The Ingest GUI has nothing to do with SDSRV.  It shows request and granule

information from the Ingest database.  When SDSRV is bounced, Ingest

request processing will still continue.  Therefore this does not effect the

Ingest database.  If you want to kill Ingest requests which are in

progress, you would need to cold start Ingest.  "Cleaning up the GUI" means

that the requests in the processing tables in the database get moved to the

summary tables.  This means that the requests which were on the

Monitor/Control window will no longer be there and will be displayable on

the History Log window.  The movement of requests from the processing

tables to the summary tables occurs when the Ingest Request Manager is cold

started.  It also occurs after a configurable time interval by Request

Manager for any requests which have completed.  The time interval is on the

Operator Tools window and is called Monitor Time For Completed Requests.

6)  On the Ingest GUI, there are buttons for suspend, cancel, priority, and

resume; will these be used in the near future?

Cancel and Resume will be implemented for 5B.  Cancel will allow a user to

cancel both at the request level and the granule level.  Resume will allow

users to resume suspended requests or granules.  Granules and requests are

suspended by Ingest software in certain instances when a retryable error is

received from either St Mgt or SDSRV and the number of retries exceeds the

configured maximum retry count for that error.

There are currently no plans to implement the priority or suspend buttons.

EDC:  Will operators be able change the priority of a request?  No, but you

can change the priority of a data provider.

7)  When you try to print a report from the history log you don't get all

the information because part of the information is not visible in the

window.  (The character field is too long for the window)

There should be scroll bars.  Need to investigate more to see if we can

resolve this problem.

Please submit a Trouble Ticket.

 8)  The ingest GUI reports a request as successful before it is actually

done archiving.  Is there is a reason for this? -

If you are talking about a request state of "Successful", this is not

supposed to happen.  The request state does not get set to its final state

(Successful, Failed or Partial Failure) until after the granules have

completed archiving (or gotten an error) and the DDN (Data Delivery

Notification) message is created.

If you are really talking about the granule state of "Archived", then that

is possible.  The granule state of Archived may only mean that a granule is

partially archived, depending on the data type.  Certain data types such as

L70RF1 and GDAS_0ZF actually got through the following sequence of granule

states: New, Transferred, Preprocessed, Archived, Preprocessed, and

Archived.

In 5b we are thinking of adding a new granule state of  Partially Archived

for after the first archive is done in order to avoid the current confusion.

(May require a Trouble Ticket.)

Bryn says that someone told her that the concern was that the granule was

in the AMASS cache, so was it really archived?  Ingest says that they say

the granule is archived when SDSRV says it is archived.

9)  The ingest GUI title does not display the mode under which you have

logged in. Can this be changed so that the mode is displayed like the

distribution GUI does?

Ingest GUI could be modified to include the mode in its title.

(Please submit CCR)

10)  When will the "Cancel" option for an Ingest request be available?  An

NCR was submitted because this option does not work.

Cancel will be available in 5B.

11)  Why do some of the PDRs from an Ingest request get removed from the

"remote/lps00x/Request" directory after the Ingest request completes and

some do not?  Is it because we are using the simulator?

Once a request completes, the PDR copied to the remote Request and the

.PDR#'s created for the request for each granule in the remote Request

directory should get cleaned up.  It is possible that if the PDRs were

already there from another run with another username, then the Ingest

servers would be unable to remove the PDRs because of permission problems.

If the remote Request directory is empty before sending any requests, then

you send a request and after the request has completed there are still PDR

files from the request there, then this should probably be an NCR.

12)  Is there a way to save the PDRs from an Ingest request automatically,

i.e. is there a switch in a config file we can turn off?

No, when a request is complete, it cleans up the PDR in the remote directory.

13)  When doing a D3 tape ingest, why do some of the intial PDRs split into

multiple parts and some of them remain a single PDR?  For example, when a

100 granule tape is Ingested the intial PDR splits into 100 PDRs, one for

each granule.  When a 310 granule tape is ingested the initial PDR is not

split out into individual PDRs and yet double clicking the Ingest request

shows each granule separately.  Normally (as far as I have seen) every

Ingest request is split into separate PDRs one for each "group" within the

PDR.  Even a PDR with a single group will be split out into a PDR1.  Is

there a limit on the number the PDR can split into and if so why does the

310 granule request work?  I have compared the PDRs for the 100 and 310

granule tapes and they have the same "group" format.

Whenever a request gets sent to the Ingest Request Manager, it generates a

separate .PDR# file for each granule (file group) in the PDR, even if there

is only one granule in the PDR.  The .PDR# file is then what is used by the

Ingest Granule Server to process an individual granule.  The original .PDR

file should also still be there.  Double clicking on a request on the GUI

is a reflection of what is in the Ingest database.  The database contains

all data about a request including its granule information no matter if the

.PDR# files have been generated yet or not.  As far as I know there is no

limit on the number of file groups which can be in a PDR, but according to

the GSFC ICD, there is a limit of 1 MB on the total size of the PDR file,

so this could limit the number of file groups you could have in the PDR.

In the Landsat7 ICD, there is also a limit of 1 MB on a DAN (which is used

to generate a PDR).  The 310 granule request should work exactly the same

as the 100 granule request that you saw.  Possibly you were looking for the

.PDR# files before the request was sent to Request Manager.

In the case of a Media Ingest, all of the data on the tape must be staged

before the request gets sent to the Request Manager.  One way that you can

tell that Request Manager has received a request is by the request state on

the GUI. The request state will initially be set to "New".  When the

request is received by Request Manager, the request state will change to

active.

Can't understand how the problem could happen (it should cause the ingest

to fail), but if it did, it should be a trouble ticket.

14)  When an Ingest request has an error inserting the WRS scenes into the

SDSRV, why doesn't Ingest continue with the rest of the scenes instead of

stopping at that point?  For example, I have seen where Ingest will insert

and combine the first 5 scenes of a 10 scene request, get an error on the

6th scene, and then stop processing.  Why not continue on with scenes 7

through 10?

Whenever a preprocessing or archiving error is encountered in Ingest, the

processing of that granule stops.  This is by design.

Plan to write a trouble ticket.

15)  In reference to question 14 above, is there any way we can initiate

(or resend) an Ingest request which will ONLY do the WRS scene inserts and

not the Archiving of the data?  When a request fails during a scene insert

the data is already in the Archive and reingesting the same data will put

multiple copies of the data in the Archive and create duplicate WRS scenes

for those which successfully finished before the insert failure.  We are

currently looking at removing all of the data for these failed requests and

starting over which is a lot of work and lost time for both ECS and Landsat

7 LPS.

No.

16) Can/will the polling servers be stable (i.e. - stay up more than one

day at a time)?

There is a problem with Ingest Polling when it tries to refresh its DCE

credentials that causes it to core dump sometimes.  There is an NCR 17216

about this problem (there also some others which have been written about

the same problem), which is assigned to IDG.  Whenever they fix the

problem, then Polling should be stable.  This NCR was recently downgraded

to have a priority of 3, so it will not be fixed immediately.

DCE throws an exception that kills the polling server.  Workaround is to

restart polling every morning.

17) Suppose you have a new data type (e.g. special data product) to be added.

It's:

- in HDF-EOS

-  uses only generic ESDT services (insert/acquire/subscription) so it

needs just an ESDT descriptor

-  it comes with both .met file and standard-format delivery record

How do you go about configuring the ECS to add an automated Polling

w/Delivery Record ingest for this new data source? - Jiang

This is not trivial thing to do.  Adding new data provider or new data type

involves a lot of Ingest database setup, which is CM controlled.

1)  If a new data provider is needed, you have to create EcInPolling CFG

file, add it to InPollin.cfg. Then do DB changes.

2)  If it's a new data type from an existing data provider, then only DB

changes are required.  You must use SQL insert commands to update the

database tables.  You have to make new entry in InDataTypeTemplate table

for the new ESDT; then make certain entries in InFileTypeTemplate table for

all possible file types associated with this ESDT; finally you have to make

entries in InSourceMCF table for metadata preprocessing.

3) If it comes with insert-ready metadata and does not require any

preprocessing, you can use "DIRECT_INSERT" interface (drop 5A), which set

ProviderBypassPreproc flag in InExternalDataProviderInfo table to

"DIRECT_INSERT", but you still have to make certain entries in

InDataTypeTemplate and InFileTypeTemplate tables for that generic data type.

The problem we have is the understanding of how to set up the database

parameters.  We need support from Landover and have worked with Kirk Miller

to do this.  Morgan has volunteered to write up an example for how to add

an ESDT.

NSIDC asked about setting up direct insert of an HDF file using generic

services when the ESDT already exists (not HDF-EOS).  How do we generate

standard metadata file?

Must use the sips interface in 5A (direct insert not available in 4PY - see

rules in SIPS ICD).  Shouldn't matter whether its HDF-EOS, HDF, or Binary.

Try talking to Rich Ullman.

Walk on Questions

EDC: Can you start a second D3 tape ingest before the first is finished?

Yes, should be able to, however the staging disk server may run out of space.

GSFC: Some of the data types get converted into HDF-EOS file.  The name

includes a UUID.  Is this the name that is distributed to the user?

SDSRV can change the name on distribution.

If the flag (SAVE ON EXIT) is turned on, should Ingest clean up the local

preprocessing disk?

Yes,  however this does not always seem to work.  Ingest is investigating.

If SDSRV goes down while Ingest is transferring data, what happens?

Ingest retries a configurable number of times.

