Question Form, Training at EDC, Nov. 30 - Dec. 4, 1998

Please record question in the designated space below, and provide the requested contact information to assist in directing the reply.  Please write or print legibly.


Note:
If you are submitting this after December 4, 1998, please fax it to:




Kenneth Prickett, Training Coordinator, 301-925-0438


no later than December 18, 1998, so we may provide timely response.
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Contact Information:


Name:                          Jeff Powell                                                  

Telephone:                   605-594-6837                                                 

E-mail Address:         powell@edcmail.cr.usgs.gov                  
Response:  [Preparer:  Ralph Fuller (Phone:  301-883-4103; e-mail rfuller@eos.hitc.com)]

A “Default” strategy is used for system checkout.  It typically has the following values (although they may vary from site to site):

· PR Type Weight:


50.0000000

· User Type Weight


0.000000

· PGE Type Weight


0.000000

· User-Selected Weight

50.000000

· PR Type Default Priority:

5

(
Routine PR Priority:

5

(
On Demand PR Priority:
7

(
Reprocessing PR Priority:
3

· User Type Default Priority
5
[Note that User Type will have no really significant effect until automated On-Demand Processing becomes available.]

(
DAAC Manager Priority:
none

(
Operator Priority:

none

(
Researcher Priority:

none

(
Scientist Priority:

none

· PGE Type Default Priority
5

(
Priority of each PGE Type:
none

· Inter-DAAC Delta


0

· Late Start Delta


0

To check the actual values in the Default strategy at a particular site launch the Production Strategies GUI, select Open from the File pull-down menu, select (highlight) the “Default” strategy and click on the OK button.  The values are displayed in the corresponding fields of the GUI.

The fundamental idea behind a high-level priority-setting system such as the Production Strategies is to allow the Production Planner a lot of flexibility in setting priorities to accommodate situations that arise.  Of course, the more flexible a program is, the more complicated it generally is to use it.  

Production Strategies do not have much effect if the processing volume is low and all jobs can be processed immediately.  However, the Production Planner can create different production strategies to accommodate various high-volume processing scenarios.  For example, if a Production Planner observes that the current high volume of reprocessing is preventing completion of some routine processing (and the DAAC’s policy is to complete all possible routine processing every day), the Production Planner might create a production strategy that includes the following modified priorities for the PR Types:

· PR Type Default Priority:

5 (same as in the “default” strategy)

(
Routine PR Priority:

2 (higher priority than in the “default” strategy)

(
On Demand PR Priority:
7 (same as in the “default” strategy)

(
Reprocessing PR Priority:
6 (lower priority than in the “default” strategy)

In addition, it might be useful for the Production Planner to raise the priorities of the PGE Types used in routine processing and/or lower the priorities of PGE Types used in reprocessing if different types of PGEs are involved in the different types of processing.
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All DPRs associated with a production request have the same priority when created (using the Production Request Editor).  Their priority is affected by the selection of production strategy (using the Planning Workbench).  All DPRs associated with a particular production request that are included in a particular production plan have the same priority.  Although there is a “Priority” button on the Planning Workbench, it does not appear to work at present.

When the DPRs are released to the Data Processing Subsystem, they may start processing immediately or they may be placed in a processing queue.  Each DPR in the processing queue can have its priority changed individually either by sending an event to the DPR-level job (Send Event button on the AutoSys Ops Console, aka Job Activity Console) or by changing the “Que” Priority (Job Definition Advanced Features GUI).

For example, DPR1.1 and DPR1.2 are two DPRs associated with PR1. The priority of both DPRs is 50.  When the Production Plan that includes the DPRs is activated, both DPRs go to a QUE_WAIT state because the processing resources are being used by higher-priority jobs (DPRs).  It is decided to lower the priority of DPR1.2 to allow a lower-priority DPR to run before DPR1.2.  The Production Monitor selects DPR1.2 on the Ops Console, clicks on the Send Event button, selects the Change Priority button, types “70” (the desired priority) in the Queue Priority field, clicks on the Execute button and responds Yes to the confirmation box inquiry.  The queue priority of DPR1.2 changes to 70.  The queue priority of DPR1.1 remains unchanged.
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The example that follows describes the sources of information for defining resources and sample values to be entered.  It includes the definition of a dual science processor in the OPS mode.  The definition of a dual science processor involves the definition of a string that includes more than one virtual computer.  The string is subsequently used to “define” the Autosys resource.  

The name of a “real computer” is the machine name (e.g., x0spg01).  The name of a disk resource can be determined from the directory structure as explained in the example.  The Autosys resource at each DAAC can be determined by checking the AutoSys configuration file.  AutoSys at each DAAC is currently FMR.  Other resources can be named with some flexibility but it is probably a good idea to include the name of the related real computer and the mode in which the resource is defined (as shown in the example that follows).  

Resources are defined for each operating mode.  The principal reason for defining resources by mode is to prevent interference among activities occurring simultaneously in multiple modes (e.g., so planning and processing of operational data and planning and processing for SSI&T do not interfere with each other).

Resource Planning Example

The ECS Operational Readiness Plan for Release 2.0 (603-CD-003-001) specifies that initially disk partitions at the DAACs are to be split among the operating modes as follows:

· OPS – 60%.
· TS1 ‑ 20%.
· TS2 ‑ 20%.
However, it may be advantageous to reserve some nominal percentage of the disk (e.g., two to five percent) as a safety buffer.  In any case, it is critical to ensure that the sum of the disk space assigned to the various modes is no more than the total disk space available.

Although the ECS Operational Readiness Plan does not specifically mention allocating resources other than disk partitions, CPUs and RAM need to be allocated among modes in the same manner.

Example  (DAAC X):

At DAAC X there are two science processors; i.e., x0spg01 and x0spg02.  After logging in to one of the science processors and changing to the disk directory for x0spg01 (e.g., /usr/ecs/OPS/CUSTOM/pdps/x0spg01/data/DpPrRm/x0spg01_disk), and typing df  -k  . the following report is received:

Filesystem               Type  kbytes       use             avail        %use Mounted on
/dev/dsk/xlv/vgo1       xfs 413394688 174556160 238838528  43  /vol1

Changing to the disk directory for x0spg02 (e.g., /usr/ecs/OPS/CUSTOM/pdps/x0spg02/data/DpPrRm/x0spg02_disk), and typing df  -k  . results in the following report:

Filesystem              Type  kbytes       use             avail         %use Mounted on
/dev/dsk/xlv/vol1       xfs 413394688 291628416 121766272  71  /vol1

The size of the disk is indicated under the column heading kbytes.  In both cases (x0spg01 and x0spg02) disk space is 413,394,688 kilobytes or 413,394.688 megabytes.  

In this example the resources for OPS mode are split among x0spg01 and x0spg02 but all resources for TS1 mode come from x0spg01.  Likewise, all resources for TS2 mode come from x0spg02.  Accordingly, the disk space is allocated among modes as follows:

x0spg01

248036.812 megabytes for OPS mode (60% of 413,394.688 megabytes rounded down)

165357.875 megabytes for TS1 mode [40% of 413,394.688 megabytes (20% of 826789.376 megabytes total for x0spg01 and x0spg02 rounded down)]

x0spg02

248036.812 megabytes for OPS mode 

165357.875 megabytes for TS2 mode [40% of 413,394.688 megabytes (20% of 826789.376 megabytes total for x0spg01 and x0spg02 rounded down)]

When allocating CPUs between modes, it would probably be a good idea to reserve one CPU of each science processor for use by the operating system and allocate the remainder to the various operating modes.  At DAAC X the total number of CPUs in both x0spg01 and x0spg02 is 16 each.  The numbers are specified in files in the ECS Baseline Information System [http://pete.hitc.com/baseline  select the 'ECS Configuration' button then 'Asbuilt' for the relevant DAAC and click on the file name for the desired host (e.g., x0spg01.asbuilt.html)].  The CPUs might be allocated among modes as follows:

x0spg01

1 CPU for operating system use

9 CPUs for OPS mode

6 CPUs for TS1 mode

x0spg02

1 CPU for operating system use

9 CPUs for OPS mode

6 CPUs for TS2 mode

Total RAM for x0spg01 is 2048 megabytes.  The same is true for x0spg02.  RAM might be allocated among modes as follows:

x0spg01

1228 megabytes for OPS mode 

819 megabytes for TS1 mode [40% of 2048 megabytes (20% of 4096 megabytes total for x0spg01 and x0spg02 rounded down to the nearest megabyte)]

x0spg02

1228 megabytes for OPS mode 

819 megabytes for TS2 mode [40% of 2048 megabytes (20% of 4096 megabytes total for x0spg01 and x0spg02 rounded down to the nearest megabyte)]

OPS mode resources might be defined as follows:

Resource Type:

Disk

Resource Name:

x0spg01_disk_OPS

Activity:


Production

Partition Size:


248036.812 [megabytes] (The label on the GUI indicating that partition size is defined in terms of “blocks” is an error.)

Block Size:


1024 [bytes]

Resource Type:

Disk

Resource Name:

x0spg02_disk_OPS

Activity:


Production

Partition Size:


248036.812 [megabytes]

Block Size:


1024 [bytes]

Resource Type:

Computer

Resource Name:

x0spg01_vc_OPS

Activity:


Production

CPUs:



9

RAM:



1228 [megabytes]

Oper Sys:


IRIX64.6.2

Associated Disks:

x0spg01_disk_OPS 

Resource Type:

Computer

Resource Name:

x0spg02_vc_OPS

Activity:


Production

CPUs:



9

RAM:



1228 [megabytes]

Oper Sys:


IRIX64.6.2

Associated Disks:

x0spg02_disk_OPS

Resource Type:

Real Computer

Resource Name:

x0spg01

Activity:


Production

Associated Computers:
x0spg01_vc_OPS 

Resource Type:

Real Computer

Resource Name:

x0spg02

Activity:


Production

Associated Computers:
x0spg02_vc_OPS

Resource Type:

String

Resource Name:

string_OPS

Activity:


Production

Associated Computers: 
x0spg01_vc_OPS

x0spg02_vc_OPS 

Resource Type:

Autosys

Resource Name:

FMR

Activity:


Production

Associated Strings:

string_OPS 

TS1 mode resources might be defined as follows:

Resource Type:

Disk

Resource Name:

x0spg01_disk_TS1

Activity:


Production

Partition Size:


165357.875 [megabytes] 

Block Size:


1024 [bytes]

Resource Type:

Computer

Resource Name:

x0spg01_vc_TS1

Activity:


Production

CPUs:



6

RAM:



819 [megabytes]

Oper Sys:


IRIX64.6.2

Associated Disks:

x0spg01_disk_TS1 

Resource Type:

Real Computer

Resource Name:

x0spg01

Activity:


Production

Associated Computers:
x0spg01_vc_TS1

Resource Type:

String

Resource Name:

string_TS1

Activity:


Production

Associated Computers: 
x0spg01_vc_TS1

Resource Type:

Autosys

Resource Name:

FMR

Activity:


Production

Associated Strings:

string_TS1

[Definitions of resources for TS2 mode are not shown but are similar to the definitions for TS1.]
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There is information concerning troubleshooting in Data Processing at the following URL: http://dmserver.gsfc.nasa.gov/ecsdev/relb/pdps/index.html; however, not everyone is able to get access to that web page because it is a restricted site.

The sections that follow have been extracted from a recent version of the ECS training materials.  Although the information is subject to change, any modifications are likely to be relatively minor.

Troubleshooting Processing Problems

Trouble Symptoms

Troubleshooting is a process of identifying the source of problems on the basis of observed trouble symptoms.  One common source of problems involves connections with other subsystems for the transmission of messages or data.  Like many other operational areas in ECS, processing has interfaces with many other subsystems.  Consequently, problems with processing can be traced to either the Data Processing Subsystem or one of many other ECS subsystems, including (but not necessarily limited to) those in the following list:  

· Planning Subsystem (PLS).

· Data Server Subsystem (DSS).

· Interoperability Subsystem (IOS).

· Communications Subsystem (CSS).

Table 12 describes actions to be taken in response to some common Processing problems.  If the problem cannot be identified and fixed without help within a reasonable period of time, the appropriate response is to call the help desk or submit a trouble ticket in accordance with site Problem Management policy.

Table 12.  Troubleshooting Processing Problems

Symptom
Response

Unable to log in to the Queuing Server host (e.g., g0sps06).
Check with the Operations Controller/System Administrator to ensure that the host is “up."

GUI not displayed when the start-up script has been properly invoked.
1.  Ensure that the DISPLAY variable was set properly.
2.  Ensure that the xhost command was given on the initial login host.
[For detailed instructions refer to the procedure for Launching Production Processing Applications (previous section of this lesson).]

AutoSys job hangs (does not complete within the predicted time period).
Refer to the procedure for Handling a Job that is Hanging in AutoSys (subsequent section of this lesson).

“Allocate” job fails.
Refer to the procedure for Handling an Allocation Job Problem (subsequent section of this lesson).

“Stage” job fails.
Refer to the procedure for Handling a Staging Job Problem (subsequent section of this lesson).

“Preprocess” job fails.
Refer to the procedure for Handling a Preprocessing Job Problem (subsequent section of this lesson).

“Execute” job fails. 
1.  Ensure (e.g., using ECS Assistant) that the necessary hosts and servers (listed in Table 13) are “up.”
2. If hosts/servers have gone down, notify the Operations Controller/System Administrator to have servers brought back up using HP OpenView.
3. If hosts/servers are all “up,” refer the problem to SSI&T personnel.

“Post-process” job fails.
Refer to the procedure for Handling a Postprocessing Job Problem (subsequent section of this lesson).

“Insert” job fails.
Refer to the procedure for Handling an Insertion Job Problem (subsequent section of this lesson).

“Deallocate” job fails.
1.  Ensure (e.g., using ECS Assistant) that the necessary hosts and servers (listed in Table 13) are “up.”
2. If hosts/servers have gone down, notify the Operations Controller/System Administrator to have servers brought back up using HP OpenView.
3. If hosts/servers are all “up,” check the log files (e.g., DPR#.ALOG) in the /usr/ecs/MODE/CUSTOM/logs directory for error messages.
[For detailed instructions refer to the procedure for Checking Log Files (subsequent section of this lesson).]

Other problems.
Check the log files (e.g., EcDpPrJobMgmt.ALOG, EcDpPrDeletion.ALOG, DPR#.ALOG, DPR#.err) in the /usr/ecs/MODE/CUSTOM/logs directory for error messages.  
[For detailed instructions refer to the procedure for Checking Log Files (subsequent section of this lesson).]

Table 13.  Hosts, Servers, Clients and Other Software Relevant to ECS Data Processing Phases

HOST
PROCESSING PHASE


SERVER/CLIENT/OTHER SOFTWARE


NOTE:  Servers that are displayed on ECS 

Assistant are shown in boldface type in the table.


NOTE:  Depending on the installation, software 

may be loaded on hosts other than the examples 

provided.


A
L
L
O
C
A
T
E
S
T
A
G
E
P
R
E
P
R
O
C
E
S
S
E
X
E
C
U
T
E
P
O
S
T
P
R
O
C
E
S
S
I
N
S
E
R
T
D
E
A
L
L
O
C
A
T
E

Science Processor (e.g., x0spg01)
X
X
X
X
X
X
X


PGE Management (EcDpPrRunPGE)



X





Resource Usage (EcDpPrRusage)



X





PGE



X




Queuing Server (e.g., x0sps04)
X
X
X
X
X
X
X


Job Management Server (EcDpPrJobMgmt)
X
X
X
X
X
X
X


Deletion Server (EcDpPrDeletion)
X
X
X
X
X
X
X


Data Management (EcDpPrDM)

X



X



Execution Management (EcDpPrEM)
X

X

X

X


Resource Management (EcDpPrRM)
X
X



X
X


Subscription Manager 

(EcDpPlSubMgr)








Distribution Server (e.g., x0dis02)
X
X



X



Distribution Server 

(EcDsDistributionServer)
X
X



X


SDSRV Server (e.g., x0acs05)
X
X



X



Science Data Server 

(EcDsScienceDataServer)
X
X



X


APC Server (e.g., x0acg01)
X
X



X



Archive Server 

(EcDsStArchiveServer)
X
X



X



FTP Distribution Server 

(EcDsStFtpDisServer)
X
X



X



Staging Monitor Server 

(EcDsStStagingMonitorServer)
X
X



X



Staging Disk Server 

(EcDsStStagingDiskServer)
X
X



X



Pull Monitor Server 

(EcDsStPullMonitorServer)








Interface Server 01 (e.g., x0ins02)
X
X



X



Advertising Server (EcIoAdServer)
X
X
X


X


Interface Server 02 (e.g., x0ins01)
X
X



X



Subscription Server 

(EcSbSubServer)
X
X



X



Event Server (EcSbEventServer)









Data Dictionary (EcDmDictServer)








Handling a Job that is Hanging in AutoSys

If an AutoSys job is hanging, the job symbol in AutoSys JobScape, TimeScape, or HostScape GUI will have turned green to indicate that the job is running but it would not have turned either red (“failed”) or light blue (“success”) within the predicted period of time.  The following conditions can cause an AutoSys job to hang:

· The Science Data Server (SDSRV) may be waiting for a request to Data Distribution (DDIST) to distribute files (e.g., the PGE tar file in the allocation job or input data in staging) but cannot because Storage Management (STMGT) is down.

· The Science Data Server (SDSRV) may be waiting for a request to Data Distribution (DDIST) to distribute files (e.g., the PGE tar file in the allocation phase or input data in staging); however, Storage Management (STMGT) cannot ftp the file to the data directory on the science processor disk, so DDIST cannot distribute the files.

· The SDSRV may be “down.”

The procedure for Handling a Job that is Hanging in AutoSys starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host(e.g., g0sps06).
Handling a Job that is Hanging in AutoSys

1
Access a terminal window logged in to the Queuing Server host (e.g., e0sps04, g0sps06, l0sps03, n0sps08).

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.

· Change directory to the directory containing the DPR .err files (e.g., ACT#syn1#004130123TS1.err).

3
Type /usr/xpg4/bin/tail  ‑f  ‑n  20  filename then press Return/Enter.

· filename refers to the DPR .err file to be reviewed (e.g., ACT#syn1#004130123TS1.err).

· The last 20 lines of the .err file are displayed and additional data (if any) is displayed as it is written to the file.

4
Review the .err file to identify problems that are occurring or have occurred.

· Most likely either nothing is being written to the file or the job is in a retry loop.
5
If the job is in a retry loop, verify (e.g., using ECS Assistant) that the hosts/server processes necessary for the affected job are “up.”

· The SDSRV may be down.
· The first retry is designed to fail, because the software is retrieving server-side information to refresh the client side at this point.
· Refer to Table 13 to determine which hosts/servers are critical to the job.

6
If hosts/servers have gone down, notify the Operations Controller/System Administrator to have servers brought back up using HP OpenView.

· Go to the procedure for Force-Starting a Job (subsequent section of this lesson) after the problem has been corrected.
7
If nothing is being written to the .err file, ask the Ingest/Distribution Technician to check whether the distribution request has been suspended with errors. 

· If the distribution request has been suspended with errors, the Ingest/Distribution Technician should take the following actions:

· Requests the Operations Controller/System Administrator to bounce the STMGT servers.  
· “Resumes” the distribution request.
· Verifies that the distribution request resumes processing.
8
If the distribution request resumes processing after the Ingest/Distribution Technician has taken action, go to the procedure for Force-Starting a Job (subsequent section of this lesson).

9
If the distribution request does not resume processing, log in to the Science Processor host (e.g., e0spg01, g0spg01, l0spg01, n0spg03) as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).

10
Type  cd  /usr/ecs/MODE/CUSTOM/pdps/processor/data/DpPrRm/processor_disk then press Return/Enter.

· processor refers to the Science Processor host (e.g., e0spg01, g0spg01, l0spg01, n0spg03).

· The processor_disk directory (e.g., g0spg01_disk) is the target directory where the data server puts the inputs needed for processing.

11
If the target directory does not exist, notify the Operations Controller/System Administrator to have it restored.

· Go to the procedure for Force-Starting a Job (subsequent section of this lesson) after the problem has been corrected.
12
If the target directory does exist, try to ftp a file to the directory on the science processor.
13
Notify the Operations Controller/System Administrator of the results of the attempt to ftp a file to the target directory.
· Go to the procedure for Force-Starting a Job (subsequent section of this lesson) after the problem has been corrected.
Force-Starting a Job
The procedure for Force-Starting a Job starts with the assumption that AutoSys has been launched and either JobScape (Figure 44) or TimeScape (Figure 43) is being displayed.
Force-Starting a Job
1
Click and hold on the applicable job symbol in the AutoSys JobScape or TimeScape GUI with the right mouse button
· Descendants pop-up menu appears.

2
Select (highlight) Force Start Job from the Descendants pop-up menu (release the right mouse button).

· The job symbol in AutoSys JobScape or TimeScape GUI should turn green (“starting”) within a short period of time.
3
If the job symbol in AutoSys JobScape or TimeScape GUI does not turn green (“starting”) within a short period of time, return to Step 1.
Handling an Allocation Job Problem

If the allocation job fails, the ALOG file on the Data Processing host can be checked to see whether the PGEEXE.tar file was successfully acquired.  If there is an acquire failure, the appropriate action is to perform the procedure for Handling an Acquire Failure (subsequent section of this lesson).

The procedure for checking the Allocation Job ALOG file starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host (e.g., g0sps06).
Checking the Allocation Job ALOG File

1
Access a terminal window logged in to the Queuing Server host (e.g., g0sps06).

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter. 

· Change directory to the directory containing the data processing log files (e.g., ACT#syn1#004130123TS1.ALOG).

3
Type pg  filename then press Return/Enter.

· filename refers to the data processing log file to be reviewed (e.g., ACT#syn1#004130123TS1.ALOG).

· The first page of the log file is displayed.

· Although this procedure has been written for the pg command, any UNIX editor or visualizing command (e.g., vi, view, more, tail) can be used to review the log file.

4
Review the log file to determine whether the PGEEXE.tar file was successfully acquired.
5
If the PGEEXE.tar file was successfully acquired, go to the procedure for Force-Starting a Job (previous section of this lesson).
6
If there is an acquire failure, perform the procedure for Handling an Acquire Failure (subsequent section of this lesson).
Handling an Acquire Failure

Diagnosing an acquire failure involves examining the following system log files and directories involved in the process:

· Science Data Server ALOG File (EcDsScienceDataServer.ALOG file).
· Archive Server ALOG File (EcDsStArchiveServer.ALOG)
· Staging Area
· Presence of the relevant file

· Staging Disk ALOG File (EcDsStStagingDiskServer.ALOG or EcDsStStagingMonitorServer.ALOG)
· Space available in the staging area
Checking the Science Data Server ALOG File 

The procedure for checking the EcDsScienceDataServer.ALOG file starts with the assumption that the operator has logged in to the ECS system.
Checking the Science Data Server ALOG File
1
Log in to the SDSRV Server host (e.g., e0acs05, g0acs03, l0acs03, n0acs04) as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Type cd  /usr/ecs/mode/CUSTOM/logs then press Return/Enter.
3
Type view  EcDsScienceDataServer.ALOG then press Return/Enter.
· Although this procedure has been written for the view command, any UNIX editor or visualizing command (e.g., vi, pg, more, tail) can be used to review the log file.

4
Review the log file to determine whether the relevant file was successfully acquired.
· The EcDsScienceDataServer.ALOG file should contain entries identifying the file to be acquired by the ShortName of the corresponding ESDT.
· The EcDsScienceDataServer.ALOG file should contain entries regarding the acquire activity.  The following types of messages should be included in the ALOG file:
Msg: File 1 to be distributed: :SC:MOD03.001:1369:1.HDF-EOS

Priority: 0 Time : 07/29/98 12:35:42

PID : 24279:MsgLink :1684108385 meaningfulname :DsSrWorkingCollectionDistributeOneDistributFile

Msg: File 2 to be distributed: SCMOD03.0011369.met

· If the ShortName does not appear in the ALOG file, with a timestamp corresponding to the time of the attempted acquire, SDSRV may not be running, or may not be communicating with other servers. 
· If the ALOG file does contain entries for that ShortName, and indicates that two files (the file and its associated metadata file) are being distributed, SDSRV has completed its role in the acquire. 
· If the ALOG contains the ShortName, and also contains an error showing that the data file time stamp does not match the time stamp required by the acquire, the data file needs to be removed from the Science Data Server and reinserted. 
· This is usually done using a script called DsDbCleanGranules.
5
Type  :q!  then press Return/Enter to quit the view application.
6
If the ShortName does not appear in the ALOG file, with a timestamp corresponding to the time of the attempted acquire, ensure (e.g., using ECS Assistant) that the necessary hosts and servers (listed in Table 13) are “up.”
· If hosts/servers have gone down, notify the Operations Controller/System Administrator to have servers brought back up using HP OpenView.

· Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problem has been corrected.
7
If the ALOG contains the ShortName, and also contains an error showing that the data file time stamp does not match the time stamp required by the acquire, notify the Archive Manager to have the data file removed from the Science Data Server and reinserted.
· Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problem has been corrected.
8
If the ALOG file does contain entries for the ShortName and indicates that two files (the file and its associated metadata file) are being distributed, continue with the procedure for Checking the Archive Server ALOG File.
Checking the Archive Server ALOG File

Acquire success from the Science Data Server is only part of the acquire process.  Since any file entered into SDSRV is stored in the archive, the Archive Server must be involved during an acquire.  Consequently, it may be useful to inspect the Archive Server ALOG file (EcDsStArchiveServer.ALOG ) to check for error messages associated with the ShortName of the file type.

The procedure for checking the archive server ALOG file starts with the assumption that the operator has logged in to the ECS system.
Checking the Archive Server ALOG File
1
Log in to the Distribution Server (e.g., e0dis02, g0dis02, l0dis02, n0dis02) host as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Type  cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.
3
Type  view  EcDsStArchiveServer.ALOG then press Return/Enter.
· Although this procedure has been written for the view command, any UNIX editor or visualizing command (e.g., vi, pg, more, tail) can be used to review the log file.

4
Review the log file to determine whether the relevant file was successfully acquired.
5
Type  :q!  then press Return/Enter to quit the view application.
6
If the relevant file was not successfully acquired, notify the Archive Manager to have the data file reacquired for Data Processing.
· Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problem has been corrected.
7
If the relevant file was successfully acquired, continue with the procedure for Checking the Staging Disk.
Checking the Staging Disk

During an acquire, files are copied to a staging area as an intermediate step before distributing them to their destination. As part of diagnosing an acquire failure it is useful to check the staging area to ascertain whether the files have completed part of their journey.  Both the file and a subdirectory containing metadata information should be written to the staging area.

The procedure for checking the staging disk starts with the assumption that the operator has logged in to the ECS system.
Checking the Staging Disk
1
Log in to the Distribution Server (e.g., e0dis02, g0dis02, l0dis02, n0dis02) host as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Type  cd  /usr/ecs/MODE/CUSTOM/drp/archivehost/data/staging/user#  then press Return/Enter.
3
Type ls  ‑lrt  then press Return/Enter.
4
Review the directory to determine whether the relevant file was successfully staged.
5
If the relevant file was successfully staged, ensure (e.g., using ECS Assistant) that the necessary hosts and servers (listed in Table 13) are “up.”
· If hosts/servers have gone down, notify the Operations Controller/System Administrator to have servers brought back up using HP OpenView.

· Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problem has been corrected.
6
If the relevant file was not successfully staged, continue with the procedure for Checking the Staging Disk ALOG File to try to determine why it was not successfully staged.
Checking the Staging Disk ALOG File

If the failure occurs in copying the files to the staging area, then the Staging log files (EcDsStStagingDiskServer.ALOG or EcDsStStagingMonitorServer.ALOG) may reveal the cause.

The procedure for checking the staging disk ALOG file starts with the assumption that the operator has logged in to the ECS system.
Checking the Staging Disk ALOG File
1
Log in to the Distribution Server (e.g., e0dis02, g0dis02, l0dis02, n0dis02) host as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Type  cd  /usr/ecs/MODE/CUSTOM/logs  then press Return/Enter.
3
Type  view  EcDsStStagingDiskServer.ALOG or EcDsStStagingMonitorServer.ALOG  then press Return/Enter.
· Although this procedure has been written for the view command, any UNIX editor or visualizing command (e.g., vi, pg, more, tail) can be used to review the log file.

4
Review the log file to determine whether the relevant file was successfully staged.
5
Type  :q!  then press Return/Enter to quit the view application.
6
If the relevant file was successfully staged, ensure (e.g., using ECS Assistant) that the necessary hosts and servers (listed in Table 13) are “up.”
· If hosts/servers have gone down, notify the Operations Controller/System Administrator to have servers brought back up using HP OpenView.

· Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problem has been corrected.
7
If the relevant file was not successfully staged, continue with the procedure for Checking the Space Available in the Staging Area.
Checking the Space Available in the Staging Area

Failure can be caused by a lack of space in the staging area.

The procedure for checking the space available in the staging area starts with the assumption that the operator has logged in to the ECS system.
Checking the Space Available in the Staging Area
1
Log in to the Distribution Server (e.g., e0dis02, g0dis02, l0dis02, n0dis02) host as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Type  cd  /usr/ecs/MODE/CUSTOM/drp/archivehost/data/staging/user#  then press Return/Enter.
3
Type  df  ‑k  .  then press Return/Enter.
4
Review the available space listed to determine whether there is adequate space for staging the relevant file.
5
If there is not adequate space for staging the relevant file, notify the Operations Controller/System Administrator of the lack of space.
6
If there is adequate space for staging the relevant file, notify the Archive Manager to have the data file reacquired for Data Processing.
7
Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problem has been corrected.
Handling a Staging Job Problem

The staging step in processing involves acquiring files from the archive.  The ALOG file on the Data Processing host can be checked to see whether the files were successfully acquired.  If there is an acquire failure, the appropriate action is to perform the procedure for Handling an Acquire Failure (previous section of this lesson).

The procedure for checking the Staging Job ALOG file starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host (e.g., g0sps06).
Checking Staging Job ALOG File

1
Access a terminal window logged in to the Queuing Server host (e.g., g0sps06).

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.

· Change directory to the directory containing the data processing log files (e.g., ACT#syn1#004130123TS1.ALOG).

3
Type pg  filename then press Return/Enter.

· filename refers to the data processing log file to be reviewed (e.g., ACT#syn1#004130123TS1.ALOG).

· The first page of the log file is displayed.

· Although this procedure has been written for the pg command, any UNIX editor or visualizing command (e.g., vi, view, more, tail) can be used to review the log file.

4
Review the log file to determine whether the input data files were successfully acquired.
5
If the input data files were successfully acquired, go to the procedure for Force-Starting a Job (previous section of this lesson).
6
If there is an acquire failure, perform the procedure for Handling an Acquire Failure (previous section of this lesson).
Handling an Preprocessing Job Problem

Preprocessing rarely fails completely.  However, it may not generate the system Process Control File (PCF) correctly.  The general process for handling a preprocessing job problem is as follows:

· Check the ALOG file to determine whether there is a problem with the PCF.

· If the ALOG file indicates that there is a problem with the PCF, put the execution job on hold.
· Check the system PCF to determine whether it matches expectations.
The procedure for checking the Preprocessing Job ALOG file starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host (e.g., g0sps06).
Checking the Preprocessing Job ALOG File

1
Access a terminal window logged in to the Queuing Server host (e.g., g0sps06).

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.

· Change directory to the directory containing the data processing log files (e.g., ACT#syn1#004130123TS1.ALOG).

3
Type pg  filename then press Return/Enter.

· filename refers to the data processing log file to be reviewed (e.g., ACT#syn1#004130123TS1.ALOG).

· The first page of the log file is displayed.

· Although this procedure has been written for the pg command, any UNIX editor or visualizing command (e.g., vi, view, more, tail) can be used to review the log file.

4
Review the log file to determine whether there is any indication that there is a problem with the PCF.
5
If there is no indication that there is a problem with the PCF, go to the procedure for Force-Starting a Job (previous section of this lesson). 
6
If there is some indication that there is a problem with the PCF, continue with the procedure for Putting the Execution Job on Hold and Checking the Process Control File (subsequent sections of this lesson). 
The procedure for putting the execution job on hold starts with the assumption that the starts with the assumption that AutoSys has been launched and either JobScape (Figure 44) or TimeScape (Figure 43) is being displayed..
Putting the Execution Job on Hold

1
Click and hold on the applicable job symbol in the AutoSys JobScape or TimeScape GUI with the right mouse button.
· Descendants pop-up menu appears.

2
Select (highlight) On Hold from the Descendants pop-up menu (release the right mouse button).

· The job symbol in AutoSys JobScape or TimeScape GUI should turn dark blue (“on hold”) within a short period of time.
The procedure for checking the system PCF starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host (e.g., g0sps06).
Checking the Process Control File

1
Access a terminal window logged in to the Queuing Server host (e.g., g0sps06).

2
Type cd  /usr/ecs/mode/CUSTOM/pdps/hostname/data/DpPrRm/hostname_disk/pgeId/dprId_hostname then press Return/Enter.

· Change directory to the directory containing the PCF (e.g., pgeId.Pcf).

3
Type pg  filename then press Return/Enter.

· filename refers to the PCF to be reviewed (e.g., pgeId.Pcf).

· The first page of the file is displayed.

· Although this procedure has been written for the pg command, any UNIX editor or visualizing command (e.g., vi, view, more, tail) can be used to review the file.

4
Review the PCF to determine whether there are errors in the file.
5
If there are errors in the PCF, refer the problem to SSI&T personnel.
6
If there are no errors in the PCF, click and hold on the job symbol for the execution job in the AutoSys JobScape or TimeScape GUI with the right mouse button.
· Descendants pop-up menu appears.

7
Select (highlight) Off Hold from the Descendants pop-up menu (release the right mouse button).

· The job symbol in AutoSys JobScape or TimeScape GUI should turn white (“activated”) within a short period of time.
8
Go to the procedure for Force-Starting a Job (previous section of this lesson).
Handling an Post-Processing Job Problem

Post-Processing does not often fail, but it may show as a failure in AutoSys if the Execution stage has failed.

The procedure for checking the Post-Processing Job ALOG file starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host (e.g., g0sps06).
Checking the Post-Processing Job ALOG File

1
Access a terminal window logged in to the Queuing Server host (e.g., g0sps06).

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.

· Change directory to the directory containing the data processing log files (e.g., ACT#syn1#004130123TS1.ALOG).

3
Type pg  filename then press Return/Enter.

· filename refers to the data processing log file to be reviewed (e.g., ACT#syn1#004130123TS1.ALOG).

· The first page of the log file is displayed.

· Although this procedure has been written for the pg command, any UNIX editor or visualizing command (e.g., vi, view, more, tail) can be used to review the log file.

4
Review the log file to determine whether there is any indication that the execution job failed.
5
If there is no indication that the execution job failed, go to the procedure for Force-Starting a Job (previous section of this lesson). 
6
If there is an indication that the execution job failed, check the response listed for “’Execute’ job fails” in Table 12,  Troubleshooting Processing Problems.

Handling an Insertion Job Problem

If the insertion (destaging) job fails, the job symbol in AutoSys JobScape, TimeScape, or HostScape has turned red (failed).  The following activities should help isolate the problem:

· Check the .err log file.

· Check the ALOG file.

· Check for an Insert failure.

The procedure for checking the Insertion job .err file starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host(e.g., g0sps06).
Checking the Insertion Job .err File

1
Access a terminal window logged in to the Queuing Server host (e.g., e0sps04, g0sps06, l0sps03, n0sps08).

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.

· Change directory to the directory containing the DPR .err files (e.g., ACT#syn1#004130123TS1.err).

3
Type /usr/xpg4/bin/tail  ‑f  ‑n  20  filename then press Return/Enter.

· filename refers to the DPR .err file to be reviewed (e.g., ACT#syn1#004130123TS1.err).

· The last 20 lines of the .err file are displayed and additional data (if any) is displayed as it is written to the file.

4
Review the .err file to identify problems that are occurring or have occurred.

5
If the message Error archiving metadata into catalog is found and the problem occurred for an existing ESDT which has previously worked within the past day or two, go to the procedures for Handling an Insert Failure (subsequent section of this lesson). 
· STMGT log files may have indications of problems relating to changes/defects in the stored procedures.
6
If the message Error archiving metadata into catalog is found and the ESDT is new or has recently been installed, go to the procedures for Handling an Insert Failure (subsequent section of this lesson). 
· The values of the mandatory parameters in the .MCF file in the runtime directory may not be consistent with “valids” in the SDSRV database.
· Alternatively, a SDSRV temporary directory may be getting filled up.
7
If the message Error modifying file usage is in the file, manually reset to 1 the numberOfUsage column in DpPrFile for the particular file.
· The message indicates that the numberOfUsage column in DpPrFile for a particular file is at 0 and the software is trying to decrement it.  This column is an increment/decrement counter and is not normally decremented more times than it is incremented when under software control.  However, if someone manually changes the database, the value may no longer be synchronized.

· Go to the procedure for Force-Starting a Job (subsequent section of this lesson) after the problem has been corrected.
8
Type  cd  /usr/ecs/MODE/CUSTOM/pdps/processor/data/DpPrRm/processor_disk then press Return/Enter.

· processor refers to the Science Processor host (e.g., e0spg01, g0spg01, l0spg01, n0spg03).

· The processor_disk directory (e.g., g0spg01_disk) is the target directory where the data server puts the inputs needed for processing.

9
Type ls then press Return/Enter.

10
Review the directory contents to determine whether there are science data files in the disk partition but no metadata files.
· If there are science data files in the disk partition but no metadata files, DDIST and STMGT are functioning properly but SDSRV is not.

· Otherwise, STMGT may not be functioning properly.

11
Continue with the procedure for Checking the Insertion Job ALOG File (subsequent section of this lesson).

The procedure for checking the Insertion Job ALOG file starts with the assumption that the operator has logged in to the ECS system and the Queuing Server host (e.g., g0sps06).
Checking the Insertion Job ALOG File

1
Access a terminal window logged in to the Queuing Server host (e.g., g0sps06).

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.

· Change directory to the directory containing the data processing log files (e.g., ACT#syn1#004130123TS1.ALOG).

3
Type pg  filename then press Return/Enter.

· filename refers to the data processing log file to be reviewed (e.g., ACT#syn1#004130123TS1.ALOG).

· The first page of the log file is displayed.

· Although this procedure has been written for the pg command, any UNIX editor or visualizing command (e.g., vi, view, more, tail) can be used to review the log file.

4
Review the log file to determine whether there is any indication that there is a problem inserting files in Data Server.
5
If there is no indication that there is a problem inserting files in Data Server, go to the procedure for Force-Starting a Job (previous section of this lesson). 
6
If there are indications that there are problems inserting files in Data Server, continue with procedures for Handling an Insert Failure (subsequent section of this lesson).

Handling an Insert Failure

If the Science Data Server returns a message indicating that the insertion of output granules into the archive has failed, or if the insertion job fails as indicated in AutoSys, the problem can be diagnosed by verifying the following items:

· Applicable ESDT is in the Science Data Server (SDSRV) database.
· Applicable ESDT is in the advertising database.
· SDSRV ALOG file indicates that the insertion occurred.
· Applicable servers are running.
· DCE Login is valid.
Checking for the Applicable ESDT in the SDSRV Database
No granules can be inserted into the archive unless there is a valid ESDT for the type of granule to be inserted.  There must be a valid ESDT in both the SDSRV database and the advertising database.  In the SDSRV database the ShortName for the ESDT should be listed in a table called DsMdCollections.  If the ShortName is not listed in the table, the ESDT must be inserted in the Science Data Server before the granule insertion can succeed.

The procedure for checking for the applicable ESDT in the SDSRV database starts with the assumption that the operator has logged in to the ECS system.
Checking for the Applicable ESDT in the SDSRV Database
1
Log in to the SDSRV Server host (e.g., e0acs05, g0acs03, l0acs03, n0acs04) as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Enter isql commands for checking the SDSRV database DsMdCollections table for the ShortName for the ESDT.
3
If the ShortName for the ESDT is not listed in the SDSRV database DsMdCollections table, notify the Science Data Specialist to have the ESDT added.
· After the ESDT has been added go to the procedure for Force-Starting a Job (previous section of this lesson).
4
If the ShortName for the ESDT is listed in the SDSRV database DsMdCollections table, continue with the procedure for Checking for the Applicable ESDT in the Advertising Database.
Checking for the Applicable ESDT in the Advertising Database
When an ESDT is installed into the Science Data Server database, the system also makes entries in the advertising (IOS) database.  The number and types of entries depends on the contents of the ESDT descriptor file.  File insertion failures may also be caused by missing or incomplete IOS database entries for the ESDT.  Therefore, it is useful to check IOS to make sure the ESDT corresponding to the file type to be inserted has been properly advertised.  This is done by checking the advertising database, IoAdAdvService_mode, in a table called IoAdAdvMaster, for the ShortName in question.  For each ESDT ShortName the table should show several entries, the number depending on the descriptor file contents.  An example of such a listing is given in Table 14.

Table 14.  Sample Listing of ESDT Entries in Advertising Database

IoAdAdvMaster

MOD03.001

MOD03.001:ACQUIRE

MOD03.001:INSERT

MOD03.001:UPDATEMETADATA

MOD03.001:BROWSE

MOD03.001:GETQUERYABLEPARAMETERS

MOD03.001:INSPECT

MOD03.001:INSPECTCL

MOD03.001:DELETE

Subscribable Event:ID:##: MOD03.001:DELETE

Subscribable Event:ID:##: MOD03.001:INSERT

Subscribable Event:ID:##: MOD03.001:UPDATEMETADATA

The procedure for checking for the applicable ESDT in the advertising database starts with the assumption that the operator has logged in to the ECS system.
Checking for the Applicable ESDT in the Advertising Database
1
Log in to the Interface Server 01 (e.g., e0ins02, g0ins02, l0ins02, n0ins02) host as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Enter isql commands to check the IoAdAdvService_mode database IoAdAdvMaster table for the ESDT’s ShortName. 
3
If the ShortName for the ESDT is not listed in the IoAdAdvService_mode database IoAdAdvMaster table, notify the Science Data Specialist to have the ESDT added.
· After the ESDT has been added go to the procedure for Force-Starting a Job (previous section of this lesson).
4
If the ShortName for the ESDT is listed in the IoAdAdvService_mode database IoAdAdvMaster table, continue with the procedure for Checking the Science Data Server ALOG File.
Checking the Science Data Server ALOG File 

During any operation involving the Science Data Server, useful information reflecting SDSRV activities is written to the following two log files:

· EcDsScienceDataServer.ALOG.
· EcDsScienceDataServerDebug.log.
Entries to the ALOG file should include the ShortName of the file data type.  Timestamps, which appear throughout the logs files, should be checked to make sure any entries found for a ShortName correspond to the time of the attempted insertion.  If the ShortName does not appear, the file insertion request was not communicated to SDSRV.  This might be the case if the SDSRV subsystem is not running.

The procedure for checking the EcDsScienceDataServer.ALOG file starts with the assumption that the operator has logged in to the ECS system.
Checking the Science Data Server ALOG File
1
Log in to the SDSRV Server host (e.g., e0acs05, g0acs03, l0acs03, n0acs04) as described in Steps 1 through 6 of the procedure for Launching Production Processing Applications (previous section of this lesson).
2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.
3
Type view  EcDsScienceDataServer.ALOG then press Return/Enter.
· Although this procedure has been written for the view command, any UNIX editor or visualizing command (e.g., vi, pg, more, tail) can be used to review the log file.

4
Review the log file to determine whether the relevant file was successfully inserted.
· The EcDsScienceDataServer.ALOG file should contain entries identifying the file to be inserted by the ShortName of its ESDT.
· If the ShortName does not appear in the ALOG file, with a timestamp corresponding to the time of the attempted insert, SDSRV may not be running, or may not be communicating with other servers. 
· If the ShortName does appear in the ALOG file, a message of the following type indicating that the metadata for the granule have been validated should be included in the ALOG file:
End Metadata Validation. ( Metadata is valid).

· If the metadata is not valid, the metadata validation section of the ALOG can be scanned to find what metadata errors have been identified by SDSRV.
5
Type  :q!  then press Return/Enter to quit the view application.
6
If the ShortName does not appear in the ALOG file, with a timestamp corresponding to the time of the attempted acquire, ensure (e.g., using ECS Assistant) that the necessary hosts and servers (listed in Table 13) are “up.”
· If hosts/servers have gone down, notify the Operations Controller/System Administrator to have servers brought back up using HP OpenView.

· Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problem has been corrected.
7
If the ALOG contains the ShortName and the metadata are valid go to the procedure for Force-Starting a Job (previous section of this lesson).
8
If the ALOG contains the ShortName but the metadata are not valid, consult with the SSI&T personnel to have the metadata problems corrected.
9
If hosts/servers are up, review the log file to determine whether there are any messages indicating DCE problems.
10
Notify the Operations Controller/System Administrator of suspected DCE problems.
· Go to the procedure for Force-Starting a Job (previous section of this lesson) after the problems have been corrected.
Checking Log Files

Log files can provide indications of the following types of problems:

· DCE problems.

· Database problems.

· Lack of disk space.

The procedure for checking log files starts with the assumption that the operator has logged in to the ECS system and the Planning Subsystem host.
Checking Log Files

1
Access a terminal window logged in to the appropriate host.

2
Type cd  /usr/ecs/MODE/CUSTOM/logs then press Return/Enter.

· Change directory to the directory containing the data processing log files (e.g., EcDpPrJobMgmt.ALOG, EcDpPrDeletion.ALOG).

3
Type pg  filename then press Return/Enter.

· filename refers to the data processing log file to be reviewed (e.g., EcDpPrJobMgmt.ALOG, EcDpPrDeletion.ALOG, DPR#.ALOG, DPR#.err).

· The first page of the log file is displayed.

· Although this procedure has been written for the pg command, any UNIX editor or visualizing command (e.g., vi, more) can be used to review the log file.

4
Review the log file to identify problems that have occurred. 

5
Respond to problems as follows: 

· DCE problems.

· Notify the Operations Controller/System Administrator of suspected DCE problems.

· Database problems.

· Verify that relevant database servers are running.

· Check for lack of (or corruption of) data in the database using either a database browser or isql commands.

· Notify the Database Administrator of suspected database problems.

· Lack of disk space.

· Remove unnecessary files.

· Notify the Operations Controller/System Administrator of recurring disk space problems.
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The entire Resource Definitions part of the Resource Planning job is not �very clear.  The training material doesn’t really explain how resources need �to be defined.  Why do you need to define particular component, and even what �order do resources needed to be defined.  Are there names (proper syntax) that �should be used to define various types of resources.  As a resource planner, the �only time resources have been defined is during the checkout of PDPS.  The �values entered are wide open values.  The problem is that checkout and �training does NOT seem to provide the resource planner with training, only �theory.  When will actual resource planning techniques be taught and �demonstrated at EDC.  For example, defining a dual science processor �configuration.  Do resources need to be defined for each MODE?  Why would �one mode be different than another?  Should this be a shared function?  Based �on the trainers ability and understanding of the ECS, would they be able to �configure a dual science processor configuration?  If not, how should the EDC �resource planner?  Should these steps be in a ‘User Guide’ or procedure?
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Autosys Failures





Is there a recovery procedure for each stage of PGE execution within �AUTOSYS?  For example, what should the operator look for when �ALLOCATE fails versus when EXECUTE fails?





Has someone defined some of the tips & tricks?
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Production Strategies





Did not understand how priorities are really going to work.  It seems�that priorities are going to be assigned based on Production Request.�Therefore, all DPRs within a production request will have the same �priority.  Can you change the priority of a DPR once it have been �placed in the system?





Production Planning & Processing    Production Strategies Weighting





Did not understand how priorities are really going to work.  It appears that �after PR type, PGE, USER type, and User-select weights are computed to �a production priority, the number get rounded to a whole number.  Can �someone explain in more detail about what the system default values should �be for the various attributes (PR, PGE, USER, User-select) and what which �values should be modified for various operation scenarios?


Are there actually default values.  Has ECS defined these for EDC?





























